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Chapter 1.4

Predicting university entry 
using machine-based models 
and solutions
Philip D. Parker, John Jerrim, Anna K. 
Chmielewski and Herbert W. Marsh*

Abstract
Increasingly, governments and grant bodies around the world are funding 
large databases of longitudinal data on young people as they transition from 
adolescence into adulthood. They are often put together by multidisciplinary 
teams including economists, sociologists, educators and psychologists 
and have led to considerable advancements in theory within these fields. 
Nevertheless, aspects of these databases remain underutilized. In particular, 
belying their conception, research flowing from these databases tends to 
be discipline-specific and consists of a small subset of variables. This is 
consistent with a dominant focus in social science research on explanatory 
science at the cost of predictive science. However, advances in machine-
learning algorithms mean that there are possibilities to leverage the broad 
multidisciplinary nature of these databases to build models that can be used 
to predict important transition outcomes like university entry. We illustrate 
various approaches, using over 100 variables from the Longitudinal Study 
of Australian Youth (LSAY) collected when participants (N = 6,363) 
were 15 years of age to predict university entry three years later. We also 
consider what insights the various approaches provide to theory. While 
not a replacement for rigorous testing of causal explanations, machine-
learning approaches provide a powerful additional tool for developmental 
researchers with important real-world applications.

* Acknowledgements: This study was partially funded by the Australian Research Council
(DE140100080) and the Jacobs Foundation.
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Introduction
There is a growing need for institutions and policymakers to effectively 
and accurately predict the number and characteristics of students who will 
go on from high school to university. For example, Australian government 
officials (e.g. Evans, 2011) have indicated it is now critical to cultivate the 
capability of ‘the reserve of talented youth who currently don’t consider 
university as an option for them’. Empirical research supports the idea 
that education is the key to both protecting young people from long-term 
economic disadvantage and for helping economies gain a competitive 
advantage (OECD, 2011). Helping individuals to maximize and attain their 
full potential in terms of educational, occupational and status attainment 
is important for maintaining a competitive labour market given growing 
international demand for highly educated workforces. Indeed, the movement 
of many lower-skilled manufacturing jobs off shore means that it is more 
important than ever for young people to remain in education, maximizing 
their productivity potential and protecting themselves from long-term 
economic disadvantage (OECD, 2011). In order to do this, governments, 
policymakers and decision makers need to be able to accurately monitor 
and predict adolescents’ likely post-compulsory school pathways.

Predictive modelling with panel data
In this chapter we consider the state of prediction in research on university 
entry. We then consider reasons for why predictive efficacy is considered so 
infrequently in social science research, suggesting an inaccurate conflation 
between explanation (testing underlying causal explanations) and prediction 
(accurate prediction of new cases) may be to blame. Finally, we provide an 
applied example of research whose primary goal is prediction and consider 
what implications the findings provide for moving the field forward.

Predictive modelling
One tool that governments use to predict post-school pathways is monitoring 
of objective data that naturally emerges from educational practice (e.g. 
ongoing standardized testing and matriculation exam results). However, 
governments from around the world have also invested considerable sums 
of money in developing high quality representative longitudinal studies that 
follow students through high school into adulthood. Such databases include 
the multiple cohort Longitudinal Study of Australian Youth (LSAY), 
Longitudinal Study of Young People in England (LSYPE), Transition from 
Education to Employment (TREE) (Switzerland), the Canadian Youth in 
Transition Survey (YITS), the German National Education Panel Study 
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(NEPS) and a number in the USA: the High School Longitudinal Study 
(HSLS), the Educational Longitudinal Study (ELS), the National Educational 
Longitudinal Study (NELS) and High School & Beyond (HS&B). 

The construction of these databases often represents the joint effort 
of teams of academics from multiple backgrounds including economics, 
education, psychology and sociology. As such, they include variables 
representing critical factors associated with the post-compulsory education 
transition identified from the broad spectrum of interested fields. It is 
thus somewhat surprising to find that the majority of research using these 
databases is not multidisciplinary. Rather, it generally consists of testing 
relatively narrow field-specific explanatory frameworks using a small subset 
of the available information. Furthermore, the goal of such databases as 
outlined in their documentation focuses on understanding transitions 
and providing insights. While laudable and essential for moving our 
understanding forward, the official overviews of LSAY, TREE and YITS do 
not mention prediction as a goal (though LSYPE represents an exception). 

It is quite difficult to get any indication on what typical predictive 
efficacy for these data sets actually looks like. There are two measures of 
prediction for binary variables like university entry. First, classification 
accuracy – the degree to which a model correctly identifies a participant 
as a university entrant or not. The second relates to rankings of predicted 
probabilities. There is a range of statistics used for such rankings, but here 
we focus on the area under the receiver operator curve (AUC). The AUC 
represents the probability that a randomly selected true positive will be 
ranked higher than a randomly selected true negative by a given model 
(Fawcett, 2006).

Hosmer and Lemeshow (2000) recommend a predictive accuracy 
for AUC of between 0.80 and 0.90; however, we know relatively little 
about the degree to which predictive models built with large longitudinal 
databases actually meet these criteria for predicting transition outcomes. 
Indeed, we found no studies for the LSAY, NEPS, TREE, YITS and HS&B 
that explored predictive accuracy for any outcome. For the remaining 
data sets, only three studies were identified and none related to university 
entry. For LSYPE, Kneale et al. (2013) built a model predicting teenage 
motherhood with several databases. The LSYPE obtained an AUC of just 
over 0.80. For NELS, Nicholls et al. (2010) predicted graduation with a 
science, technology, engineering or maths (STEM) degree from university. 
Their model obtained a predictive accuracy of 0.85. For ELS, Lucio and 
colleagues (2012) built a model for predicting academic failure in school 
with an AUC of 0.81. 



95

Predicting university entry

Taken together, there is essentially no information on what a good 
predictive rate for university entry should look like when using large 
longitudinal databases. However, the above studies on other outcomes 
suggest an AUC of above 0.80 is likely possible. While it is surprising no 
benchmark exists for predicting university entry, this lack of information 
on predictive accuracy, particularly on unseen data, seems common to the 
social sciences in general. There are several reasons for this lack of focus on 
predictive accuracy with large longitudinal transition databases. First, many 
of the governments involved in these programmes have ongoing streams 
of objective information collected by various educational institutions that 
are used to monitor current trends. While strong predictive models can be 
built from such data, they contain little subjective data from young people 
about their thoughts, plans and beliefs or cultural, climate and contextual 
variables. This is despite research having shown such factors to be critical 
predictors of post-school pathways (see Dietrich et al., 2012; Heckman, 
2006). Secondly, databases, with the exception of the multi-cohort LSAY, 
represent snapshots of only a single time point and may thus be seen as less 
effective for prediction as ongoing objective data collections. However, this 
does not preclude the development of strong predictive models from such 
snapshots that can have both practical and theoretical utility (for a practical 
example see Agnihotri and Ott, 2014; Bayer et al., 2012; Kotsiantis et al., 
2003; Palazuelos et al., 2013). 

In this chapter, we focus primarily upon accuracy of prediction, an 
approach that has made great strides in the fields of biology and physics but 
is relatively new and relegated to a niche in the social sciences (see Strobl 
et al., 2009). Before doing so we provide a necessarily brief overview of 
different perspectives on what variables predict university entry as a basis 
for selecting variables from the LSAY database for analysis.

Existing research
Many fields are interested in the question of what causes young people to 
track along different developmental pathways at educational transition 
points. In this regard, it is relatively well established that underlying academic 
ability is the critical predictor of long-term educational, career and status 
attainment (Hauser, 2010). In addition, Heckman (2006) notes that while 
academic ability is the key predictor of long-term attainment, intervention 
efforts focused on achievement, particularly after early childhood, have 
largely been ineffective. As such, Heckman (2006: 1901) notes that efforts 
to increase the standing of at-risk groups have almost exclusively considered 
‘cognitive test score outcomes to measure the success of interventions in 
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spite of the evidence on the importance of non-cognitive skills in social 
success’. Likewise, Boudon (1974) suggests that educational attainment is 
influenced by two sources: achievement differentials (primary effects) and 
systematic differences in rational choice behaviours (secondary effects). 
Here, ‘secondary effects’ refers to the choice behaviours and resources of 
young people and their families at and leading up to educational transitions, 
and which influence young people’s destinations, net of that which can be 
explained by academic achievement. Put simply, these are the factors that 
lead youth to choose different transition pathways when they have similar 
levels of academic achievement (Jackson et al., 2007; Parker et al., 2015). 
The most familiar such models are the Wisconsin model of status attainment 
(Sewell et al., 1969) and the expectancy-value model of achievement-related 
choices (Eccles, 1994), though we draw variables from many other models. 

We do not aim to provide a causal explanation of university entry, 
but rather accurately predict who does and who does not go to university 
using variables drawn from these theories. Using different approaches from 
economics, education, psychology and sociology, we extract a large set of 
candidate predictor variables, both cognitive and non-cognitive, from the 
LSAY database to predict university entry several years later (see below). 
Such research is important, as there is a critical need for scientists to provide 
decision makers with means for accurate and early detection that can be 
used for planning, effective management and, most importantly, targeting 
intervention efforts. To do this will require the integration of different fields 
and theoretical frameworks to generate an exhaustive set of predictors and 
the ability to build highly predictive models. 

Two approaches to data: Prediction versus explanation
In 2001, Breiman wrote on the two cultures present in statistical modelling, 
explanation and prediction. Breiman stated that all statistical modelling can 
be seen as taking a set of predictor variables x that are transformed by 
functions present in nature to give rise to values on a response variable y. 
Thus, in the case of the current research, the set of variables collected during 
middle school are transformed by a set of unknown but natural processes 
to produce a given post-school transition pathway for a young person. The 
goal of analysis, then, according to Breiman, is to model this picture in 
order to be able to a) accurately predict future/unseen outcomes and b) 
provide insight into the processes that transform the predictors into the 
outcome. The dominant paradigm to meet these goals is the data-modelling 
approach in which clearly defined theories are transformed into statistical 
models that are applied to the data. The aim is to use a given statistical 
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model to simulate the mechanisms by which nature transforms ‘x’s into ‘y’s, 
with the adequacy of results tested by goodness-of-fit tests and checking of 
assumptions. 

Alternatively, an algorithm/machine-learning approach treats natural 
functions as both incredibly complex and largely unknown and thus aims to 
simply build models that most accurately predict future events irrespective 
of the processes that give rise to the phenomena of interest. It is important 
to note that these orientations do not revolve around a particular method 
– OLS regression is common in both approaches – but rather the difference 
in approach comes from a primary focus on explanation versus prediction. 

The prediction-focused approach is relatively unusual in the analysis 
of longitudinal data in the social sciences. As noted above, in exploring the 
literature we found a severe paucity of papers that reported the predictive 
accuracy of their models on unseen or test data to the extent that we 
cannot provide a benchmark on what represents a good predictive model 
for such data. This is concerning, as the goal of science is not merely to 
explain phenomena of interest but also to be able to reliably predict their 
occurrence. In addition, the absence of focus on prediction appears to be 
relatively specific to the social sciences and is not shared by other fields that 
include a more even mix of focus on explanation and prediction as a means 
of generating and testing theory (Shmueli, 2010). This may be the reason 
why predictive rates appear to be quite poor when they are reconstructed 
from published papers. For instance, Bowers and colleagues (2013) 
reconstruct receiver operator curve (ROC) information from results found 
in published studies that predicted high school dropout. Their major finding 
was that most studies had low false positive and also low true positive rates. 
The authors suggest this is due to a field that is dominated by a focus on 
precision (i.e. estimating parameters with as little bias as possible) at the 
expense of accuracy (i.e. ensuring that fitted models predict future cases 
correctly).

This lack of focus on accuracy may be due to a common, though 
mistaken, belief that explanation implies prediction. Shmueli (2010: 289) 
suggests that in fields like psychology and education, statistical models 
are used ‘almost exclusively for causal explanation’ typically under the 
mistaken belief that ‘explanatory power … inherently possess predictive 
power’. Thus, since the early models of Sewell and colleagues (1969; 1970) 
and Boudon (1974), there has been a plethora of new explanatory models 
of educational attainment but little evidence has been presented that any 
of these models predict future events accurately. Shmueli (2010) also notes 
that, in the social sciences, there is a strong belief that prediction carries 
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a utility value only (i.e. useful for decision makers but not for advancing 
science) and is useless in the domain of theory. This need not be the case, 
and Shmueli and Koppius (2011) outline six major roles that prediction 
plays in generating and testing theory:

1. generating new theory by operating as a quantitative version of 
grounded theory;

2. developing new measures;
3. comparing competing theories including non-nested theories which are 

often hard to compare with traditional methods;
4. improving existing models by, for example, explicating critical non-

linear relationships (e.g. polynomial and interactions);
5. assessing relevance of explanatory models or exploring the gap between 

explanatory power and predictive power; and
6. assessing prediction possibilities with current data and theory and 

acting as an impetus for new research efforts.

As such, it is our belief that social sciences researchers should begin to 
move away from a sole focus on explanation and take advantage of the 
opportunities afforded by greater consideration of prediction. Indeed, 
there has been considerable growth in recent years in the development of 
variable importance metrics for machine-learning algorithms that provide 
information on what variables are most likely to be important in the 
transformation of the set of predictors (e.g. achievement, aspirations and 
academic self-beliefs) into a given outcome (e.g. university entry), thus 
helping to bridge the explanation/prediction divide. 

In the current chapter, we utilize and compare a series of models, all 
of which focus on prediction as the primary criteria of a good model. This 
includes both regression and penalized regression models, which are likely 
familiar to readers. We also include a series of so-called CART (classification 
and regression trees) models and associated models (e.g. random forest and 
gradient boosting machines). We aim to provide a non-technical discussion 
of the importance of prediction here rather than a detailed overview of 
possible models. However, Strobl et al. (2009) provides an excellent 
overview of CART models for the social sciences (see also Hastie et al., 
2009; James et al., 2013), to which we direct the interested read for more 
detailed information.

Applied example 
The current research aims to illustrate a focus on prediction by identifying 
all-important predictor variables for university entry present in the 
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Longitudinal Study of Australian Youth database. We then aim to build 
a predictive model from these variables which can be used to accurately 
predict the post-high school tertiary education destinations of Australian 
young people. 

Methodology
Participants 
Participants were taken from the 2003 cohort of the Longitudinal Study of 
Australian Youth (LSAY). The LSAY database takes as its initial time wave 
all Australian participants from the Programme for International Student 
Assessment (PISA) (OECD, 2005). This sample of 10,370 15-year-olds is 
representative of the Australian population of interest. The participants were 
then followed on a yearly basis into adulthood. The aim of the study was 
to assess whether an individual’s post-school pathway could be predicted 
two years before transition and thus we selected only those individuals in 
the same year group in school. The majority of students (71 per cent) were 
in year 10 at the initial time wave of interest and thus formed the sample 
pool for this study. To build our models, we used a random sample of 
three-quarters of the cases (hereafter training set). To test the models, we 
used the remaining cases that never contributed to model estimation or 
selection (hereafter test set). Test sets are critical for exploring how well the 
models predict outcomes for participants on whom the model was not built 
and represent the true test of a model’s performance (James et al., 2013; 
Nicholls et al., 2010). Knowles (2014) outlines two reasons why the use of 
such data is important: a) predictive models are defined by their ability to 
predict unseen data and b) predictive models have a focus on application 
and must thus remain stable and reproducible over time and samples. The 
ability of a model to predict accurately on a test set provides evidence that it 
can meet these two goals. Such a distinction is important, as social scientists 
often claim that their models are vetted for prediction, but typically this is 
done on the same data used to build their models in the first place. This is 
not only circular, but tends to give overly optimistic support for predictive 
efficacy. 

Analysis 
The strategy used in this chapter consisted of a) variable selection and 
reduction to eliminate redundant, low variance/high skew and poor 
prediction variables, b) fitting a series of models, including logistic 
regression, penalized logistic regression and a series of classification and 
regression tree algorithms, c) running cross-validation to select so-called 
tuning parameters aimed at avoiding overfitting in the application of these 
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models (see below), d) comparison of selected model performance on a test 
data set and e) inspection of variable importance or the degree to which each 
model provides insight into the university entry phenomena. The strategy 
was inspired by that taken by Miller et al. (2009), but it is considerably 
simpler. We also follow the cross-industry standard process for data mining 
(Shearer, 2000). 

Models 
Step C in the analysis section above suggests the use of multiple models. 
The models we explored here were a) logistic regression (regression for 
binary outcomes), b) penalized logistic regression (logistic regression where 
the aim is to adjust estimates to avoid overfitting), c) a single classification 
and regression tree (recursively partitioning of variables to find patterns 
that best distinguish between university entrants and non-entrants), d) a 
random forest model (collection of classification and regression trees) and e) 
a gradient boosting machine (making predictions on the basis of combining 
multiple tree models). CART models and their derivatives (random forest 
and gradient boosting machines) take a set of predictors and attempt to 
find a set of partitions in the predictor variable space that result in areas 
of relative purity (i.e. all or most cases on one side of a partition are of the 
same type – all university entrants for example). The aim of such models 
is to build a hierarchical decision tree (or set of trees) in which each node 
represents a binary split in a variable of interest that produces the best or 
most accurate partition in the data such that individuals on one side of 
the partition are more similar on the outcome of interest than to those on 
the other side of the partition. Such a partition is continued recursively 
until some termination criteria are met. Again we emphasize that from 
a predictive modelling perspective, it is important to consider a range of 
models and perhaps combine them, with a focus on maximizing prediction. 
Thus, the results here should not be taken to indicate the relative superiority 
of a given class of algorithm generally, but rather to illustrate some of the 
possibilities that researchers could try.

Results
Variable selection 
For variable selection we used the guiding framework of Shmueli (2010) 
that the variables must be a) available, b) associated with the outcome, 
c) of reasonable quality and d) collected at a time that was useful for 
guiding theory and utility (see below). Here we used an approach very 
similar to Nicholls et al. (2010), first selecting only those variables collected 
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at the earliest possible waves in the LSAY data, when participants were 
15 to 16 years of age. The reasoning behind this was that we wanted to 
choose predictors at an age at which intervention could still feasibly 
be considered (i.e. we could have chosen whether individuals applied 
to university and their final year GPA, but this would have had limited 
utility value for applied purposes). Second, we then chose variables that 
were indicated by at least one paper in the field to be related to university 
entry. Finally, we scanned the remaining variables, including LSAY-specific 
variables, to include those that might conceivably be associated with 
university entry. This resulted in a set of 130 variables, including a range 
of demographic, socio-economic, achievement, school climate and school 
context, psychological, information sources, work, extra-curricular activity 
and aspirations variables. We undertook several steps in variable selection. 
First, we did an initial screening recursively removing highly collinear 
variables (pairwise correlations over 0.90). Second, we removed variables 
that had both very small variance and were highly skewed, as suggested 
by Kuhn (2008). Finally, we utilized the Boruta algorithm, which aims to 
retain all of the important predictors rather than a minimal set of important 
predictors (see Kursa and Rudnicki, 2010 for a technical discussion). This 
algorithm resulted in the retention of 47 variables. 

Accuracy 
A somewhat unique feature of machine-learning approaches that may be 
novel to social scientists is the presence of tuning parameters (see Kuhn, 
2008). These parameters provide adjustment to the model that helps find 
the model that best predicts cross-validated data. Using the best tuning 
parameters on the basis of cross-validation (see Table 1.4.1 for selected 
tuning values), all models were then compared on predictive accuracy as 
measured by a) percentage of correctly classified cases and b) area under 
the curve (AUC) for the receiver operator curve (ROC;1 see Fawcett, 2006 
for an introduction). The AUC is the probability that a randomly selected 
true positive case will be ranked as more likely to be a positive case than a 
randomly selected true negative case. Figure 1.4.1 provides ROC accuracy 
rates with 95 per cent confidence intervals. The results indicate that apart 
from the decision tree, models were not significantly different from each 
other in their prediction of the training data. A similar pattern emerged for 
specificity; however, there was some small indication that gradient boosting 
machines outperformed other models in terms of sensitivity (true positive 
rate; see Fawcett, 2006 for an introduction). 
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Figure 1.4.1: Bootstrap 99 per cent confidence intervals or difference in ROC 
between models

Notes: TREE = decision tree, RF = random forest, GBM = gradient boosting machine, 
GLMnet = elastic net general linear model (logistic regression).

The critical test, however, was the relative ability of the models to predict 
the test data rather than the data on which the models were fit. The test data 
is critical in that it is not used in the estimation of any of the models and 
thus does not contribute to decision-making about what tuning parameters 
to use, which variables to include or how to structure the models. As can be 
seen from Table 1.4.1, there is almost no difference between the models in 
predictive accuracy as measured by percentage of cases correctly classified, 
and only the decision tree model performs slightly more poorly on AUC. 
The relatively poor performance of individual decision trees is well known 
in machine learning, but the poorer performance comes with the distinct 
advantage that this approach is by far the easiest to interpret, particularly 
for non-statistical audiences (James et al., 2013). The single most striking 
feature of all the models was that, while they all improved predictive 
accuracy from knowledge only of baseline transition rates (i.e. assigning 
all individuals to the most frequent group), the improved performance was 
relatively moderate (ranging from 0.75 to 0.81). These values should be 
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interpreted in light of the suggestion of Hosmer and Lemeshow (2000) that 
0.80 should be viewed as a lower bound of predictive accuracy. 

Insight 
As noted above, the primary goal of these approaches is to maximize 
prediction. However, it is critical that such models also provide information 
about the nature of the relationship between the predictor and response 
variables. The decision tree was the clearest to interpret and required 
only five variables with relatively little loss in accuracy. The structure of 
this model is represented in Figure 1.4.2 and indicates that participants’ 
university level aspirations, maths achievement, being in a school where the 
majority of classmates plan on attending university, perceived disciplinary 
climate of the school, and the interaction between general academic self-
concept and general academic task value were the only variables required. 
Following the decision rules in Figure 1.4.2, those most likely to go to 
university had university-level aspirations, scored a quarter of a standard 
deviation above the mean of the sample on maths achievement and went 
to schools in which the vast majority (> 93 per cent) of their peers aspired 
to go to university or, when this was not the case, reported high academic 
self-concept and high academic task value and went to schools that had a 
strong disciplinary culture. 

Figure 1.4.2: Decision tree

Notes: An individual’s predicted outcome can be obtained by following the decision 
tree path associated with their levels on the node variables. All variables apart from 
university-level aspirations are in z-score units. 
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While not quite as easy to interpret, the logistic regression models indicated 
the importance of achievement and aspirations at both the individual and 
context level, with general academic self-concept the only psychological 
variable in the top predictors. Random forest and gradient boosting 
machines provided information on which variables were most important to 
prediction accuracy. Figure 1.4.3 displays a dot plot of variable importance. 
Variables with importance above the dotted line are significantly different 
from zero-based on comparison with random permutations of the data 
set (Strobl et al., 2009). A similar picture emerged for the other models. 
Namely, that aspirations, achievement and socio-economic status at the 
individual and school level were the most important predictors of university 
entry. Again, academic self-beliefs and task value and their interaction were 
the most important psychological predictors. Table 1.4.1 provides the ten 
most important variables according to each model.

Figure 1.4.3: Variables importance plot for the random forest model

Notes: The x-axis represents the average decline in accuracy (as measured by 
percentage of correctly classified cases) when the variable was replaced by a shadow 
copy (i.e. a random permutation of that variable).
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Conclusion
The aim of this chapter was to build a model with good predictive accuracy 
for university entry several years before the transition from compulsory 
education. Further, we aimed to not only predict, but from the broad 
landscape of available information, provide some insight into what variables 
are most important for predicting university entry. Here we first consider 
how well the models serve as predictors. Second, we discuss what these 
results contribute to insight using Shmueli and Koppius’ (2011) roles of 
predictive models in theory as a basis. 

Building predictive models
Databases like LSAY represent considerable government investment and 
true multidisciplinary endeavours. To date, however, research resulting 
from such databases is often narrowly focused and not multidisciplinary in 
nature. Furthermore, the use of such databases is typically focused on testing 
explanatory models rather than also exploring how well critical transition 
outcomes like university entry can be predicted. Indeed, in the vast majority 
of cases, models are assessed on goodness of fit and assumption checking, 
but rarely on predictive accuracy (Breiman, 2001). It is true that this research 
has been significant in terms of advancing knowledge and testing causal 
theoretical frameworks. Very little focus, however, has been given to the 
other major goal of science – to explore the ability to predict a phenomenon 
of interest (Shmueli, 2010). Hosmer and Lemeshow (2000) suggested a 
good predictive accuracy is associated with an AUC of between 0.80 and 
0.90. All models, with the exception of the simple classification tree, had 
AUC values clustered around the low end of this criterion when predicting 
unseen test data. This is relatively consistent with what was found in the 
three other studies we identified that used similar databases and focused on 
prediction of other binary variables. In addition, all models represented a 
moderate improvement over baseline on classification accuracy. 

The moderate predictive accuracy of our models in general was 
somewhat surprising given that a) we had access to the wealth of variables 
suggested by theory to be important and b) predictors were collected at age 
15 when a college-going habitus would well and truly have set in. Thus, 
this may represent an upper bound on predictive accuracy possibilities. 
However, there likely are other critical variables waiting to be discovered 
that may considerably improve the models we develop here. There may 
also be particularly critical developmental windows in which prediction 
would be at its most powerful that we could not cover (i.e. before the age 
of 15). Finally, more precise measures may need to be developed that better 
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reflect the content domains of variables critical to differentiating between 
university entrants and non-entrants. It is impossible to tell which factor 
or combination of factors accounts for the moderate predictive accuracy. 
However, the results do suggest the need for new and novel approaches 
to research university entry. These limitations will always likely be present 
to some degree. Yet continued focus on measurement, what periods of 
maturation and what variables within those periods are most important for 
predicting educational choices must remain a critical area of research. 

Importantly, it is difficult to indicate whether the predictive accuracy 
of the models developed here compares favourably with other models. As we 
noted above, it is relatively rare for research in this area to indicate what the 
performance of their models is on unseen, or test data. Thus, to date there is 
relatively little evidence of what quality of prediction can be obtained from 
longitudinal educational data sets when predicting transition outcomes. 
The research here provides a first step in this direction by providing a lower 
benchmark on good predictive accuracy for university entry.

Contributions to theory
Predictive models are often seen as either unscientific or as having utility 
value only. Shmueli (2010) warns against the mistaken belief that prediction 
cannot contribute to theory. To address this misconception, Shmueli and 
Koppius (2011) note six ways in which predictive models contribute to 
theory. We select several of these as an organizing framework to discuss the 
contributions of the models developed here.

GeneratinG new theory 
Shmueli and Koppius (2011) emphasize the role that predictive models can 
play in generating new theory akin to the qualitative approach of grounded 
theory. We did observe something very much like this emerging from our 
models here. Indeed, across the models a set of variables emerged that 
was consistently important in predicting university entry. This included 
achievement, individual, peer and parent aspirations, socio-economic 
status, school context (school average aspirations and achievement), and 
the interaction between academic self-beliefs and task value. Importantly, 
no single theory would include all these predictors in a single model, thus 
illustrating the value of taking broader multidisciplinary perspectives. This 
suggests a more integrated theory may be necessary to explain university 
entry, one requiring collaboration between researchers from multiple fields. 
Thus, multidisciplinary endeavours should be more than just database 
construction, but should extend to exacting value from these databases 
in building broader theoretical frameworks. This will likely mean more 
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than just supplying variables for predictive models, but as prediction rates 
improve, multidisciplinary efforts will need renewed focus on developing 
theories and identifying mechanisms that explain the predictive relationships.

ComparinG CompetinG models 
We wanted to emphasize the role that multidisciplinary research and 
discovery could play in building predictive models in this research. However, 
we compared the performance we got from the use of 47 variables with just 
those from the Wisconsin model of attainment (Sewell et al., 1969; 1970), 
using a gradient boosting machine using only those variables associated 
with Sewell and colleagues’ theoretical model as a basis. This included just 
achievement, socio-economic status and aspirations. Using this approach, 
we got very similar performance to when all 47 variables were included 
(accuracy = 73 per cent; AUC = 0.79). There are two important points 
emerging from this. First, this model was published 45 years ago. Since the 
Wisconsin model, there has been a plethora of new theoretical frameworks 
that have been extensively tested in relation to their explanatory power. 
However, almost no attention has been given to how much these 
advancements have improved predictive power. We have included a number 
(though not exhaustive) of variables that more modern frameworks have 
considered to be important additions to these early models. The results here 
suggest that the improvement in prediction by adding these variables has 
been relatively modest. 

assessinG prediCtability 
Shmueli and Koppius (2011: 559) note that ‘a very low level of predictability 
can spur the development of new measures, collection of data, and new 
empirical approaches’. The predictive power in this research was not very 
low, but rather merely adequate. Importantly, the current research does 
suggest that acceptable levels of prediction for transition outcomes are 
possible given currently available data. However, predictive power was 
at the low end of existing criteria, suggesting the need to stimulate new 
research endeavours. These results should be taken to spur new research 
and theory efforts that aim to facilitate our understanding of university 
enrolment and increase predictive accuracy. 

Note
1 ROC represents the trade-off between true positive and false positive rates at 
different thresholds of prediction (see Fawcett, 2006).
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