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ABSTRACT  
Digital tools, such as safety apps, reporting portals, and chatbots, are 
increasingly being used by victim-survivors of gender-based violence 
to report unlawful activity and access specialized support and 
information. Despite their limitations, these interventions offer a 
range of potential benefits, such as enhancing decisional certainty, 
promoting safety behaviors, and fostering positive psychological 
outcomes. In this paper, we introduce an innovative ‘design justice’ 
approach to the development of digital tools for addressing gender- 
based violence. Drawing on our experience of building a feminist 
chatbot focused on image-based sexual abuse, we argue that the 
integration of feminist principles throughout the design, content, 
and evaluation stages is crucial for mitigating the risk of harm and 
promoting positive outcomes. Our theory-informed and practice-led 
approach can help to guide the development of other digital tools 
for addressing gender-based violence. Nonetheless, more scholarly 
research is needed to investigate the use, efficacy, and impacts of 
such interventions, at the core of which should be interdisciplinary 
collaboration between subject matter experts, victim- 
survivors, technical specialists, and other key stakeholders.
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Introduction

Victim-survivors of gender-based violence (GBV) experience multiple barriers to report-
ing their experiences, as well as seeking help, information, and resources after the abuse 
(Munro-Kramer et al., 2017).1 Research shows that low rates of reporting or disclosure 
are commonly the result of victim-blaming attitudes and rape myths, language barriers, 
geographical isolation, discrimination, stigma, shame, and guilt (e.g., Campbell et al., 
2001; Ullman & Filipas, 2001). These and other barriers can lead victim-survivors to 
downplay the seriousness of their experiences and avoid seeking help (Munro-Kramer 
et al., 2017). Research also shows that many victim-survivors do not seek professional 
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help because of the prohibitive costs of care, privacy concerns, a lack of knowledge about 
where to go for help, and the increasing wait times for over-stretched and under-funded 
support services (Fakhry et al., 2017).

Barriers to reporting and getting help may be different or more pronounced for some 
groups, including indigenous peoples, migrants, refugees, younger or older people, 
people with disabilities, sex workers, and LGBTIQA+ people (Fiolet et al., 2021; 
Henry, Vasil, Flynn, Kellard, & Mortreux, 2022). In a systematic review, Bundock 
et al. (2020) found that adolescents who experienced dating violence encountered mul-
tiple barriers to seeking help, including: concerns about confidentiality; fears of isolation; 
fears about partner retaliation; a lack of trust in professionals; and shame and embarrass-
ment. In a scoping review of Indigenous people’s help-seeking behavior for family vio-
lence, Fiolet et al. (2021) found that the most common barrier was shame and 
embarrassment, followed by concerns about community members finding out, and mis-
trust or fear of service providers. As a result of these and other barriers, most victim-sur-
vivors of GBV do not report their experiences to the police or to other authorities (Ceelen 
et al., 2019; Fisher et al., 2003), and many do not seek professional care through medical 
or support services (Ansara & Hindin, 2010; Ullman & Filipas, 2001). Instead, they are 
more likely to disclose their experiences to a friend or family member or not at all 
(Campbell et al., 2001; Fisher et al., 2003).

Increasingly, victim-survivors of GBV are turning to digital tools, such as applications 
(‘apps’) and chatbots, to obtain support or information. Some victim-survivors prefer 
using these tools, perceiving them as more accessible, private, and responsive than tra-
ditional or ‘face-to-face’ services (Alhusen et al., 2015; Bundock et al., 2020; Glass 
et al., 2017). Victim-survivors by and large want to ‘access care on their own terms 
and in a confidential manner’ and this often ‘surpasse[s] their desire to seek out other 
sources of care or report the assault in the immediate post-assault period’ (Munro-Kra-
mer et al., 2017, p. 298). Digital tools are thus a promising alternative or complementary 
pathway for more traditional reporting, help-seeking, and prevention. Nonetheless, the 
use of digital tools raises several concerns, especially when developers do not integrate 
best practice principles, such as trauma-informed or data privacy approaches, or fail to 
draw on the knowledge of GBV experts. Digital tools may also do little to prevent 
GBV from occurring in the first place, especially when they are not targeted to potential 
perpetrators or bystanders. Despite these limitations, given the rapid pace of digital inno-
vation, there is an opportunity to develop ethical and socially responsible digital inter-
ventions that can meet the needs of victim-survivors of GBV.

In this article, we propose a theory- and practice-based ‘design justice’ approach for 
developing feminist digital tools for addressing GBV. Design justice is a methodological 
framework that centers the experiences of communities and involves collaboration and 
co-design in the design process (Constanza-Chock, 2020). We draw on our own experi-
ences of designing and developing ‘Umibot’, a text-based, feminist chatbot that provides 
information, support, and general advice to Australian victim-survivors, bystanders, and 
perpetrators of image-based sexual abuse. Image-based sexual abuse (IBSA) refers to a 
range of different acts involving the non-consensual taking, creating, or sharing of inti-
mate images (nude or sexual photos or videos), including threats to share intimate 
images. This type of abuse can also involve pressuring, coercing, or threatening someone 
into sharing their intimate images, sending unwanted and unsolicited intimate images, 
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and creating digitally altered images, including ‘deepfakes’ (see Henry2020 et al., ). Umi-
bot provides information on an extensive range of IBSA-related topics, including laws in 
Australia, reporting options, support services and tools, and online safety strategies.

In the first section of the article, we provide a summary of the scholarly literature on 
digital tools for responding to GBV, including feminist chatbots. In the second section, 
we outline our three-stage design justice approach to building Umibot for victim-survi-
vors, bystanders, and perpetrators of IBSA. We argue that our practice-based, design jus-
tice approach, which is underpinned by feminist, trauma-informed, and reflexive 
principles, can usefully guide the design, development, and deployment of other digital 
interventions. We argue that design justice is crucial for enhancing individual users’ 
experiences, reducing potential harms, and promoting transparency and accountability, 
especially when the subject matter is potentially traumatic and distressing. We conclude 
by outlining future research directions and underlining the important role that experts, 
including lived experience and academic experts, should play in developing digital tools 
to address GBV.

Digital tools for responding to gender-based violence

Digital tools for addressing GBV are diverse and rapidly evolving. Examples include: 
safety planning and decision-making apps (e.g., Alhusen et al., 2015; Glass et al., 
2017); bystander decision aids or training through apps, games, or virtual reality (e.g., 
Potter et al., 2019); anti-groping devices (e.g., Chowdhury, 2022); wearables, such as 
anti-penetration devices, personal safety alarms, and GPS ankle bracelets (e.g., Wilson- 
Barnao et al., 2021); spatial crowd mapping technologies (e.g., Grove, 2015); online pro-
fessional or peer-to-peer counseling options (e.g., Littleton et al., 2016); alternative 
reporting tools (e.g., Loney-Howes et al., 2022); and chatbots (e.g., Bauer et al., 2020; 
Maeng & Lee, 2022).

Meta-analysis of the use of digital tools shows promising results in some contexts, 
including bullying (e.g., Chen, Chan, et al., 2022), alcohol and drug abuse (e.g., Schouten 
et al., 2022), and smoking cessation in teen pregnancy (e.g., Griffiths et al., 2018). In 
relation to GBV, research shows that digital tools can provide meaningful support to vic-
tim-survivors. For instance, in a meta-analysis conducted on digital interventions for 
enhancing mental health outcomes for victim-survivors of intimate partner violence, 
Emezue and Bloom (2020, p. 7) found that digital interventions can enhance victim-sur-
vivors’ decisional certainty, safety behaviors, and psychological outcomes. Emezue and 
Bloom (2020) note that digital interventions ‘prioritize privacy, confidentiality, and 
user safety while offering reliable and personalized real-time care to meaningfully and 
clinically improve health and wellbeing’ (p. 2). In a systematic review, El Morr and 
Layal (2020) likewise found that information and communications technology (ICT)- 
based interventions have ‘the potential to be effective in spreading awareness about 
and screening for IPV [intimate partner violence],’ and that ‘ICT use show promise 
for reducing decisional conflict, improving knowledge and risk assessments, and motiv-
ating women to disclose, discuss, and leave their abusive relationships’ (p. 10). While 
these findings are promising, chatbots that aim to address different forms of GBV 
have received very little scholarly attention to date, and more research is needed to inves-
tigate the efficacy and impacts of such interventions. In the section below, we briefly 
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explain how chatbots work, before then exploring different chatbots for addressing GBV 
and inequality.

Feminist chatbots

A chatbot, sometimes referred to as a ‘virtual assistant,’ ‘conversational agent,’ or ‘bot,’ is 
a computer program that mimics human conversation using text, voice, or a combination 
thereof. Users can access chatbots in a range of ways, such via messaging apps or stan-
dalone websites. Advancements in artificial intelligence (AI), particularly those in the 
AI subfields of machine learning and natural language processing (NLP), have heralded 
a new era of so-called ‘intelligent’ text-based chatbots over the past decade (Gupta et al., 
2020; Rapp et al., 2021). Text-based chatbots can be categorized into three general types 
(Gupta et al., 2020). The first type is a ‘button-based’ or ‘rules-based’ chatbot that allows 
users to select from a menu of pre-determined buttons which trigger relevant responses 
and draw on pre-programmed code. The second type is a ‘hybrid’ chatbot that is both 
rules- and context-based, enabling users to select from a menu of buttons and input 
text (e.g., ask questions or pose statements). The third and most technically advanced 
type is a ‘contextual chatbot’ that uses machine learning, neural networks, and other 
types of AI to interpret and respond to user sentiment and intention in ways that attempt 
to mimic a free-flowing, interactive human conversation. Newer ‘generative AI’ chatbots, 
like ChatGPT, learn through vast volumes of human-created datasets, pre-programmed 
scripts, as well as interactions with users using NLP to create original content and 
language.

Chatbots are an increasingly common feature in customer service support for travel, 
banking, online shopping, and other services. Households around the globe have adopted 
chatbot technology in the form of virtual personal assistants (e.g., Apple Siri, Google 
Home, and Amazon Alexa), as well as using conversational chatbots as part of their 
everyday information search activities, such as ChatGPT and Google Gemini. Chatbots 
are also used to provide alternative pathways for accessing support, advice, and infor-
mation for people facing interpersonal challenges. For example, counseling-style chat-
bots rely on psychotherapeutic interventions, such as cognitive-behavioral therapy 
(CBT), to help people experiencing bereavement, abuse, addiction, and mental health 
difficulties (e.g., Durden et al., 2023). These chatbots can be (1) ‘conversational’ to 
mimic a text-messaging conversation a user might have with another human; (2) ‘infor-
mational’ to raise awareness and/or provide validation and referrals to information and 
human support; (3) ‘reporting-oriented’ to facilitate reporting to the police or other 
agencies; or (4) a combination of all three.

Chatbots have also been designed and developed for victim-survivors of domestic, 
family, or sexual violence as a potential solution to the many barriers associated with 
reporting abuse and accessing specialist support. As explained above, these barriers 
include concerns about confidentiality, shame, and embarrassment, and increasing 
costs and waiting periods. Chatbots can also reduce the burden on overly stretched sup-
port services. Examples of chatbots in the context of domestic, family, or sexual violence 
include: ‘#MetooMaastricht,’ a chatbot which provided support to victim-survivors of 
sexual harassment (Bauer et al., 2020) (no longer in operation); Chayn’s ‘Little Window 
Bot’ for women experiencing abuse (no longer in operation); Good Hood’s ‘Hello Cass,’ a 
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web and SMS chatbot for Australian victim-survivors of sexual or domestic violence (no 
longer in operation); 1800 RESPECT’s ‘Sunny’ for Australian women with disabilities 
who have experienced sexual violence; AI for Good’s ‘rAInbow’ (or ‘Bo’) for South Afri-
can survivors of domestic abuse (no longer in operation); and Kona Connect’s ‘Sophia’ 
chatbot for victim-survivors of domestic violence around the world. There are also chat-
bots and online reporting tools for reporting sexual violence, such as ‘Talk to Spot,’ and 
chatbots for feminist activism, such as the text-based ‘Betânia’ chatbot for Brazilian fem-
inists to mobilize against a Constitutional amendment criminalizing abortion (Toupin & 
Couture, 2020), and Ciston’s (2019) ‘ladymouth’ chatbot that explained feminism to 
men’s rights activists on Reddit. We speculate that many of these chatbots are no longer 
in operation due to the significant costs associated with their development and 
maintenance.

Several chatbots for people who have experienced technology-facilitated abuse have 
also emerged in recent years. Technology-facilitated abuse is an umbrella term that 
describes the use of digital technologies to perpetrate different forms of interpersonal 
harassment, abuse, and violence in the context of sexual or family violence, prejudice- 
based hatred, and othering (e.g., doxxing, online sexual harassment, online hate speech, 
cyberbullying, IBSA – see e.g., Bailey, Flynn, & Henry, 2021). For example, Plan Inter-
national and Feminist Internet’s ‘Maru’ chatbot was co-designed with young activists 
to assist women and girls experiencing or witnessing online harassment. The UK Safer 
Internet Centre’s ‘Reiya’ chatbot was designed to assist victim-survivors with online 
abuse, including bullying, impersonation, harassment, and IBSA. In 2023, Netsafe, 
New Zealand’s online safety agency, launched the ‘Kora’ chatbot for people seeking infor-
mation and support about online safety and abuse. There are also IBSA-specific chatbots 
although they are not currently available to the public. These include Falduti and Tessar-
is’s (2022) ‘proof of concept’ chatbot to help Italian victim-survivors to report IBSA, and 
Maeng and Lee’s (2022) hybrid IBSA chatbot for South-Korean victim-survivors. None 
of the chatbots mentioned here are based on generative AI models. Instead, they are pre-
dominantly rules-based to deliver specific information and support to users.

Not all chatbots for addressing GBV can be classified specifically as ‘feminist chatbots,’ 
even though they address feminist issues. At present, there is no definition in the scho-
larly literature of what a ‘feminist chatbot’ is, and only one article that uses this term 
(Toupin & Couture, 2020). We define a feminist chatbot as a digital tool that provides 
trauma-informed, survivor-centric information and support to individuals (e.g., victim- 
survivors, bystanders, perpetrators, advocates, frontline workers) with the broader goal 
of addressing gender-based inequalities and gendered power relations. We argue that a 
feminist chatbot is one that is premised on broader political strategies for addressing gen-
der inequality to promote survivor empowerment, collective awareness, harm-reduction, 
and cultural change. Essentially, a feminist chatbot should be informed by feminist theor-
etical frameworks and feminist design justice principles.

One example of a feminist chatbot is the Maru chatbot, designed by Feminist Internet 
in partnership with Plan International. Maru was developed using a collaborative meth-
odology, involving co-design with young activists from Global South and North 
countries. The development of Maru was informed by feminist design principles to con-
sider barriers people face accessing the bot, as well as stereotypes and biases that might 
exist within the team. The chatbot uses language and design elements that are 
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empathetic, inclusive, and trauma-informed. While there is no ‘quick exit’ button for 
users to quickly exit the website, the Maru chatbot provides trigger warnings, cybersecur-
ity tips, a privacy statement, terms of use, and other resources. The content is tightly con-
trolled through buttons-only (there are no free-text options).

As limited scholarly attention has been paid to how chatbots have been, or could be, 
designed and developed to address GBV in practice, we argue there is a need for a blue-
print to guide future initiatives (see UNICEF, 2022). In the sections that follows, we pro-
pose a feminist, design justice approach to digital interventions that specifically focus on 
GBV.

A ‘design justice’ approach to developing feminist chatbots

Design justice, according to Constanza-Chock (2020), ‘ … rethinks design processes, cen-
ters people who are normally marginalized by design, and uses collaborative, creative 
practices to address the deepest challenges our communities face’ (p. 6). Design justice 
can provide both a critical lens for analyzing the reproduction of structural inequalities 
through design, and a set of strategies to ameliorate those inequalities (Constanza-Chock, 
2020). Design justice recognizes the importance of social justice, feminism, and intersec-
tionality in guiding the design process at all stages – from conceptualization to operatio-
nalization to evaluation. Design justice is thus part of the increasing shift towards safer 
and more ethical and equitable ‘tech’ in the multi-disciplinary field of human-computer 
interaction (HCI), which investigates the ways in which people interact with and use 
computers and other technological systems (MacKenzie, 2024). An allied social justice 
approach in this field is the ‘trauma-informed approach to computing,’ which similarly 
adopts principles of safety, trust, peer support, collaboration, enablement, and intersec-
tionality to inform the development of digital interventions (Chen, McDonald, et al., 
2022).

Design justice should be based on key feminist principles, including: challenging and 
redistributing power; care, wellbeing, and non-violence; respect for the earth; deep 
democracy; and intersectionality (IWDA, 2019). A design justice approach recognizes 
the complex and structural nature of gendered power relations, including the ways 
that multiple structural inequalities converge or intersect to shape experiences of dis-
crimination, exclusion, and violence (Cho et al., 2013). It involves reflexivity on behalf 
of researchers, including consideration of the relationship between power and knowl-
edge, a focus on the lived experiences of victim-survivors, and attention to the ways in 
which ‘care’ itself is not necessarily neutral, but can be embedded in racial relations 
and colonialism (Raghuram, 2021). A design justice approach is also ‘strengths-based’ 
to promote self-awareness, knowledge of rights, self-efficacy, self-care, problem-solving 
skills, and access to resources. This aligns with existing strengths-based interventions 
for responding to GBV, focusing on ability, knowledge, and capacity, rather than 
deficit or passivity.

In 2021, drawing on these principles of design justice, we developed Umibot: a hybrid 
and text-based chatbot that provides information, support, and general advice to victim- 
survivors, bystanders, and perpetrators of image-based sexual abuse (IBSA). As outlined 
above, we define IBSA in terms of the non-consensual taking, creating, or sharing of inti-
mate images, including threats to share images, unwanted intimate images, and pressure 
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or coercion to share images. This form of abuse can have devastating impacts, including 
suicide or suicidal ideation, anxiety, depression, social isolation, powerlessness, paranoia, 
hypervigilance, low self-esteem, and mistrust of others (Bates, 2017; Henry, 2024; 
McGlynn et al., 2021). While recognition of the harmful nature of this type of abuse 
has prompted far-reaching changes in policy and law in jurisdictions around the 
globe, victim-survivors continue to face a wide range of barriers to reporting and 
help-seeking. Victim-survivors are often unaware if IBSA is a crime in their country, 
believe that nothing can be done to address the abuse, do not know where to go for 
help, or worry about being blamed (Henry, 2024). Victim-survivors often report feeling 
disempowered, lacking in control, and let down by criminal justice responses or support 
services when they do report their experiences (Henry, 2024; Henry et al., 2021; Rackley 
et al., 2021).

Building on this existing knowledge, we adopted a design justice approach to design-
ing and developing Umibot. We centered the experiences of affected communities in the 
design process through a series of consultations with community organizations, lived 
experience experts, and academic experts whose work focuses on diversity, gender, 
and sexuality. We drew on ‘feminist ethics of care’ principles, with a particular focus 
on producing knowledge based on the lived expertise of victim-survivors, prioritizing 
a positive duty of care to protect people from risk and vulnerability (Leurs, 2017; Gray 
& Witt, 2021), and promoting empowerment and self-efficacy. Our approach was also 
‘trauma-informed,’ recognizing that IBSA can be a traumatic experience for many 
people, as well as part of a lifetime of experiences marked by trauma, violence, and 
abuse. We explain below how we drew on design justice, trauma-informed computing, 
and feminist principles in the development of Umibot across the three key stages of 
design, content, and evaluation.

Stage 1: design

There are three key considerations that can guide the design of feminist chatbots in line 
with a design justice approach: (1) personality, branding, and conversational tone, 
including the aesthetics of the artwork and color design; (2) ‘privacy-by-design’ and 
‘safety-by-design’; and (3) functionality, including how a chatbot ‘learns’ and delivers 
information in practice. We discuss each in turn below.

Personality, branding, and tone
In relation to personality, branding, and tone, there are two interconnected concerns or 
‘design dilemmas’ that require careful consideration when designing feminist chatbots. 
The first dilemma relates to anthropomorphism and whether to create a human-looking 
or non-human-looking character. Anthropomorphism is the attribution of human 
characteristics to animals, objects, or abstract ideas, including emotions, motivations, 
or intentions. Although the research is ‘new’ and ‘fragmented’ on the benefits of anthro-
pomorphized AI-enabled technology (Li & Suh, 2022), some studies suggest that chatbots 
with human-looking names and design features can build credibility and trust with users, 
and increase perceptions of similarity between a user and the chatbot, potentially leading 
to greater user satisfaction (Borau et al., 2021; see also Zogaj et al., 2023).
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The second major design dilemma that we encountered was the representation of gen-
der and race. Many commentators have argued that the feminization of digital assistants 
and chatbots reinforces problematic gender biases and stereotypes, such as women being 
positioned as more empathetic or more suitable for caring or domestic roles than men 
(e.g., Strengers & Kennedy, 2021). In relation to race and gender, Vorsino (2021, 
p. 111) notes that ‘any chatbot or form of communicative AI is, inherently, a project 
of racialization and gendering.’ This is not only because the visual representations of 
chatbots can be taken to represent a particular racial and gendered identity, but the con-
versational style (e.g., colloquialisms, jokes, dialogue patterns) can also reflect certain 
race and gender biases (Marino, 2014).

For the design of Umibot, which is housed on a standalone website, we undertook a 
four-stage consultation process to seek advice on the chatbot’s character design and con-
tent. The process involved: (1) three online focus groups with feminist researchers, with 
each focus group comprising up to eight participants and running for 1.5 h: 30 min for 
participants to test a beta version of the chatbot in advance, and 1 h for the focus group 
discussion itself; (2) semi-structured online consultations with seven lived experience 
and intersectionality2 experts; (3) two online workshops with members of our national 
and international advisory groups that include academics, victim-survivors, technology 
companies, government agencies, and support services; and (4) semi-structured inter-
views with victim-survivors of IBSA, with each interview lasting for 1.5 h, including 
30 min to test Umibot. Across the different stages, we collated and prioritized feedback 
that was raised by the different groups. At the time of writing this article, we were collat-
ing and addressing feedback based on our ongoing interviews with victim-survivors, 
alongside regular (monthly) maintenance of the chatbot.

Based on advice given through these consultations, we chose an anthropomorphized 
chatbot character design and name that aims to emulate a ‘trusted advisor’ who is 
empathic, factual, and reassuring (see Figure 1). We developed a gender-neutral palette 
that is soft, strong, light, and warm, including the colors of light beige, soft mauve, pur-
ple, and orange. We also made Umibot’s character a static and transparent ‘ambiguous 
image,’ also known as a ‘reversible figure,’ which exploits graphical similarities to rep-
resent two or more images simultaneously.

The effect is that some people will interpret Umibot as a robot with an antenna in a 
black speech bubble, whereas others will see a feminized character with a headscarf or 

Figure 1. Umibot’s character design.
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a bob haircut. As depicted in Figure 1, Umibot’s face is transparent in the way that it takes 
on whatever color is used in the background. These design choices ultimately help to 
make Umibot an indeterminate race and gender, as requested by our focus group partici-
pants and consultants, to ensure the chatbot is more accessible and appealing to diverse 
groups of people.

Privacy and safety by design
‘Privacy-by-design’ and ‘safety-by-design’ are two fundamental principles of design jus-
tice for implementing a reflexive ‘ethics of care’ approach to data collection, storage, and 
analysis (see e.g., Leurs, 2017; Luka & Millette, 2018). First, privacy-by-design is of grow-
ing importance for the development of digital technologies that place privacy protection 
at the forefront of design, rather than privacy being an after-thought or add-on (Cavou-
kian, 2009). Privacy-by-design components can include: creating default settings on web- 
and app-based platforms that are set to the highest privacy levels; engaging experts to test 
existing technologies against jurisdictionally-specific privacy laws; and, in a publicly 
available privacy or other statement, informing users about their rights and how they 
can enhance their privacy using a tool, app, or platform. This information should be 
accessible to users through a screen reader or assistive technology.

Privacy protection is crucial for victim-survivors of IBSA and other forms of GBV. At 
the start of designing Umibot, we undertook a rigorous, multi-stage Privacy Impact 
Assessment (PIA) in full consultation with RMIT University’s Privacy Officer and 
Legal Counsel, as well as consultations with privacy experts. As part of our PIA, we 
undertook a detailed analysis of Australian privacy law, mapped all data flows in a con-
versation with Umibot to identify potential privacy risks (e.g., users inadvertently disclos-
ing personal information in the free-text box), and designed strategies to mitigate 
potential privacy risks (e.g., Umibot does not collect personal information or keep a 
record of users’ conversations). Once our PIA was approved, we hired Melbourne- 
based digital agency Tundra, whom we selected through a competitive tender process, 
to set up Umibot’s technical infrastructure in line with our privacy requirements.

We also developed a publicly available Privacy Information Statement (PIS), which 
aligns with the Office of the Australian Information Commissioner’s best practice guide-
lines. We used plain and understandable language to outline the information that a user 
might need to make an informed decision, including: the technology behind Umibot 
(including Amazon Lex, which is specifically for building AI-powered conversational 
interfaces, and Google Analytics); the types of information that Umibot collects (e.g., 
only de-identified and aggregate information about how the bot is used, including the 
total number of users or the most searched for IBSA-related information); why Umibot 
collects that information for maintenance and research purposes; how information is 
stored in password-protected data storage; and how users can raise privacy concerns.

RMIT University approved a waiver of consent for chatbot users in line with Austra-
lia’s National Ethics Statement. A waiver of consent is justified for several reasons, 
including that the benefits of chatting with Umibot, which provides a confidential, 
non-commercial, and trauma-informed space for users to chat about their experiences 
of IBSA, is likely to outweigh any potential risks of harm. It would also would have 
been impractical and infeasible to obtain users’ consent as Umibot collects de-identified 
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and aggregate data about how the chatbot is used – Umibot does not store any personal 
information or keep a record of conversations to mitigate privacy issues.

In addition to privacy-by-design, safety-by-design is an interconnected principle that 
can significantly enhance the ethical design and development of digital tools (Strohmayer 
et al., 2022). The starting point for our safety-by-design process was to undertake a 
Cybersecurity Assessment at RMIT University, which ultimately led to us housing Umi-
bot within RMIT’s cloud infrastructure that has additional layers of security, among 
other benefits. We also implemented a ‘quick exit’ button that users can access at any 
time (see Figure 2).

Another key component of our safety-by-design approach was to inform users about 
the possible safety risks of using the chatbot, such as an abusive partner monitoring their 
device. We did this through a separate ‘Resources’ page on Umibot’s standalone website 
that functions as a digital library with relevant, publicly available information, including 
security and safety resources which include information about accessing the chatbot 
through a safe device, deleting browser history, or using incognito mode. The national 
‘support’ resources in the Resources page also provides information on how to seek 
help through formal and informal support channels, such as victim support services, 
online safety agencies, the police, workplaces, schools, and universities, as well as more 
informal support channels, including friends and family members.

Functionality
One of the most important aspects of how a chatbot functions is the delivery of infor-
mation to users. Unlike generative AI chatbots that learn through conversations with 
users and large-scale data from different sources, we adopted hybrid functionality for 

Figure 2. Screenshot of Umibot’s landing page, including ‘quick exit’ button.
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Umibot. That means that users can select from pre-programmed buttons and type ques-
tions or statements in a free-text box, as illustrated in Figure 3. We chose to design a 
hybrid chatbot as opposed to a less costly and less labor-intensive ‘rules-based’ chatbot. 
This was because we wanted to give users the opportunity to engage with the bot in an 
interactive and human-like way. Hybrid models, as previously outlined, attempt to emu-
late the characteristics of a human conversation by using both rules-based (i.e., basic ‘if 
this, then that’ logic) and NLP functionality which teaches a chatbot to detect and cor-
rectly respond to a range of words and utterances, which can be time-consuming 
work. We did not go as far as to make Umibot a generative chatbot, or one that uses 
ChatGPT or other plug-ins, to eliminate the risk of the chatbot going ‘rogue’ by, for 
example, learning harmful content from its interactions with users and then delivering 
that content to potentially vulnerable chatbot users (see Vorsino, 2021).

To promote the values of care, safety, and trust, we tightly controlled the ‘learning’ 
that makes Umibot’s hybrid functionality work. By ‘tightly control,’ we mean that we 
manually ‘teach’ Umibot a wide range of natural language utterances by inputting text 
into Amazon Lex (the software behind Umibot’s conversational interface). Utterances 
range from full questions (i.e., ‘what is image-based sexual abuse?’) to short phrases with-
out punctuation (i.e., ‘what is image-based abuse’) to single words (i.e., ‘hello’), and can 
include any number of ‘slots’ or synonyms for key words. These utterances and slots ulti-
mately form a tailor-made, expert knowledge-base on IBSA that enables Umibot to 
respond to freely typed queries (statements or questions) from users. For context, Umi-
bot’s expert knowledge-base comprises thousands of utterances and hundreds of slots, 
each containing hundreds of synonyms, all of which derive from Umibot’s more than 
500 pages of content.

There are several limitations to manually teaching Umibot in this way; principally, 
that the process of expanding the chatbot’s knowledge is time-consuming and slower 
than more automated methods. Another downside is that Umibot can miss or not detect 

Figure 3. Screenshot of Umibot’s hybrid chat window.
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queries that are slightly different to the natural language utterances that we have manu-
ally inputted, such as utterances that have the same meaning, but different syntax. If 
Umibot cannot detect an utterance, it returns a ‘fallback response’ (e.g., ‘I’m still learning. 
Could you please rephrase your question?’). We also taught the bot to respond to certain 
trigger words or phrases, such as those related to sexual or domestic violence, child sexual 
abuse, or self-harm. This ensures that users do not get a fallback response when using 
those key terms and instead are given a sympathetic response coupled with a list of sup-
port services. A tightly controlled hybrid approach that is responsive to disclosures of 
self-harm or violence best aligns with trauma-informed approaches to the development 
of digital tools for addressing GBV.

Finally, crucial to design justice is accessibility. Prior to launching our chatbot, we 
commissioned Intopia, a digital accessibility and equitable design agency, to 
undertake an independent accessibility audit of the chatbot to assess its compatibility 
with the Web Content Accessibility Guidelines (WCAG) 2.1. Accessibility was measured 
in terms of the extent to which the chatbot is accessible to as many people as possible. 
Intopia’ s expert accessibility auditors reviewed select pages and features of the chatbot, 
the results of which are publicly available on the chatbot’s website as part of an Accessi-
bility Statement. The Statement lists the issues identified by the independent auditors and 
the action steps that we took.

Stage 2: content

Chatbots are resource-intensive and costly to both create and maintain. The foremost 
technical limitation is that chatbots designed to address GBV do not tend to engage con-
versationally with users in the same way as generative AI models like ChatGPT. This is 
mainly due to the need to control content delivered to potentially vulnerable users. In this 
section, we discuss the importance of content for feminist digital interventions, drawing 
on five key considerations.

A team of experts
First, content should be written by, or at least heavily informed by, experts in the field to 
minimize the risk of providing inaccurate or otherwise harmful information to users who 
may be in a state of significant distress at the time of using the tool. To develop Umibot’s 
content, we drew on decades of our own GBV and IBSA research, as well as the expertise 
of community stakeholders with whom we consulted, including victim-survivors, com-
munity and governmental organizations, and academic experts.

Appealing to diverse audiences
A second key consideration in the design content for feminist chatbots is appealing to 
diverse audiences. Feminist digital interventions need to be gender-inclusive to provide 
support to all genders using gender-neutral and non-heteronormative language (e.g., 
language not relating to a particular gender or sexual orientation) (Debnam & Kumodzi, 
2021). For Umibot’s responses, we utilized language that is gender-inclusive, as well as 
provided support, information, and advice to diverse groups. For instance, at the start 
of a conversation with Umibot, as shown in Figure 4, users must answer two mandatory 
questions: first, whether they are seeking help for themselves or someone else, or whether 
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‘they are concerned about something they have done’; and second, whether they were 
over 18 or under 18 when the incident occurred. After this point, users are channeled 
into different pathways according to one of five main user groups: youth victim-survivor; 
adult victim-survivor; youth bystanders; adult bystander; and youth/adult perpetrator. In 
total, there are 260 individual, specifically tailored ‘intents’ or main topics of conversation 
across the entire chatbot.

The victim-survivor content is the most comprehensive in Umibot, providing infor-
mation, support, and advice to people who have had one or more experiences of 
IBSA. The bot provides content on the following topics: ‘someone has my images,’ ‘some-
one has taken or created images of me,’ ‘someone has shared images of me,’ ‘someone is 
threatening to share my images,’ ‘someone is pressuring me to send images,’ ‘someone 
has sent me unwanted images,’ or ‘someone has digitally altered an image of me.’ Vic-
tim-survivors are presented with pre-programmed buttons, such as ‘What can I do?,’ 
‘Laws in Australia,’ ‘Reporting options,’ ‘Get support,’ and ‘Collect evidence.’ These but-
tons lead to other pre-programmed options at various points in the conversation, such as 
‘Report to the police,’ ‘Report to a platform,’ ‘What will happen to the person I’m report-
ing?,’ ‘Get legal advice,’ ‘Looking after yourself,’ and ‘Domestic and sexual violence sup-
port’ (and many more).

Bystanders are another important target audience for GBV interventions as they can 
enact significant harm through victim-blaming and judgmental attitudes, yet they can 
also provide invaluable support, practical assistance, and witness statements (Alhusen 
et al., 2015). In the chatbot, we provide a range of information and support to bystanders, 

Figure 4. Screenshot of Umibot’s two mandatory questions.
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including the types of behavior that can constitute IBSA, how to respond to someone 
who has experienced IBSA (e.g., to avoid victim-blaming statements), where and how 
to report the abuse, and a comprehensive list of expert support services. We provide 
an overview of laws in Australia, and more general information about IBSA-related 
topics, including the meaning and importance of dynamic, affirmative consent. We 
also emphasize the importance of self-care and outline how bystanders can take care 
of themselves after witnessing or hearing about abuse, including support services that 
they can seek help from.

The chatbot additionally provides limited information for perpetrators or people who 
are concerned about something they have done. There are several challenges in develop-
ing perpetrator-specific content. The content needs to be educative, with a view to redu-
cing harm and preventing abuse, while not colluding with wrongdoers or condoning 
their behavior. For Umibot, we chose and drafted the content for perpetrators carefully, 
deciding to focus on the nature of IBSA and why it is harmful. We provide advice, useful 
resources, and support options to this group of users. The aim was to provide advice 
about actionable steps that the person could take, referrals for mental health support ser-
vices, as well as information about the laws, which were carefully written to avoid alarm 
for the user.

As illustrated in Figure 5, wee did not make the free-text box available in the perpe-
trator or bystander pathways due to resource constraints as well as our desire to carefully 

Figure 5. Example of content for perpetrators.

14 N. HENRY ET AL.



control the information provided in those pathways, especially for perpetrators as 
explained above.

Umibot also provides links and tailored content for people from diverse backgrounds 
and experiences. This is either through pre-programmed buttons (e.g., on domestic or 
sexual violence), through the free-text functionality, or through the information pro-
vided in the Resources page (e.g., information on reporting, platform policies, security 
and safety, support services, and collecting evidence). For instance, Umibot provides 
specific information for Indigenous people, LGBTQIA+ people, migrants, older people, 
and sex workers, including specific laws (e.g., laws in residential care; anti-discrimi-
nation, piracy, and copyright laws etc.), support organizations, and suggested resources 
(e.g., the UK Revenge Porn Helpline’s tips for sex workers).

Another key example of how we approached diversity is through the different path-
ways for youth and adults. For example, the youth victim-survivor pathway includes 
referral information for people who have experienced child sexual abuse. The language, 
advice, and information provided are also different to that of the adult content; for 
instance, the laws on child sexual abuse material, or information on different support ser-
vices. Furthermore, we were careful to strike a balance between giving information about 
potential laws in Australia that criminalize young people for consensually taking, storing, 
and/or sharing their own intimate images, and not causing alarm about the existence of 
such laws. Relatedly, we were careful about giving advice to young people on how to 
engage in safe sexting without putting them at risk of being prosecuted for child sexual 
abuse offenses.

A sex and ethics approach
Third, a ‘sex and ethics’ approach (Carmody, 2008) provides important guidance for the 
development of content for feminist digital tools. This is a strengths-based 
approach which strikes a balance between information and education on risk and plea-
sure. It also prioritizes user confidence and decision-making autonomy through present-
ing different choices and options for action. We aimed to achieve this through language 
that is empathetic yet empowering, as well as more practically by presenting users with 
different options to help them to make an informed decision for their next steps. 
Research has shown that abstinence-focused educational messaging is disempowering 
and undermines people’s decision-making about their own sexual health, safety, and 
wellbeing (Döring, 2014). Digital tools, including feminist chatbots, need to raise aware-
ness about the wrongs of the non-consensual sexual acts, with a focus on respectful 
relationships and ethical sexual practices. For example, Umibot acknowledges that con-
sensual intimate image sharing is a normal practice that can be mutually pleasurable, but 
also mentions some of the risks associated with intimate image sharing and how to miti-
gate these risks (e.g., ensuring images do not have an identifiable backdrop or features). 
Umibot also acknowledges the unfairness of having to take steps to protect against the 
non-consensual sharing of intimate images and carefully presents mitigation strategies 
as optional steps that users can consider.

A trauma-informed approach
Fourth, the content for feminist chatbots needs to be ‘trauma-informed.’ Trauma is an 
emotional response to a deeply distressing or disturbing event that can include shock, 
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difficulties with processing the experience, reliving the event, or feeling overwhelmed, 
depressed, or anxious (Herman, 2015). A trauma-informed approach to developing digi-
tal interventions recognizes the unique impacts of GBV across a person’s lifetime and 
seeks to reduce the possibility of retraumatization and further harm. Drawing on the 
authors’ decades of research on sexual violence and trauma, we were mindful that trauma 
is a contested concept that on the one hand can be validating of the harms, yet on the 
other hand can be used in ways that fail to capture the complexity of experience after 
abuse. As such, we recognized that IBSA is often be experienced as constant, life-altering, 
and ‘devastating’ (McGlynn et al., 2021) – in some instances, as ‘traumatic’ or a ‘trauma,’ 
particularly when it co-occurs with other forms of abuse, including sexual violence, sex-
ual harassment, or domestic and family violence (Henry et al., 2021; 
Henry, Gavey, & Johnson, 2023). However, we do not assume that all victim-survivors 
necessarily have experiences that fit neatly into this schema.

At a practical level, we adopted several trauma-informed strategies, including establish-
ing a list of trigger words that - when typed - divert the course of the conversation to focus 
on providing immediate support and resources the user can access. Trigger words includes 
those relating to danger, self-harm, child sexual abuse, sexual or domestic violence, and 
police or emergency services (e.g., ‘I was raped,’ ‘I no longer want to live,’ ‘my husband 
scares me,’ or ‘I need the police’). We used sensitive and non-victim blaming responses 
that are empathetic, supportive, caring, and non-judgmental. The bot also recognizes the 
diversity of the impacts of IBSA, and the diversity of pathways for recovery.

Recognizing structural power and inequality
Finally, feminist digital tools need to recognize the ways that structural forms of power, 
inequality, and positionality shape experiences. This entails a recognition that people 
not only experience GBV differently, but the many barriers to reporting or seeking 
help are shaped by intersecting systems and structural inequalities that affect people 
differently. Some scholars suggest that such interventions often prioritize criminal justice 
responses over alternative justice approaches, legitimizing a system that perpetuates 
injustices against indigenous women and women from other marginalized communities 
(Shelby et al., 2021). For Umibot, we considered the problems often encountered by vic-
tim-survivors with the police and the criminal justice system and were careful to provide 
users with different options for reporting. Umibot explicitly acknowledges that for some 
people, reporting to the police or other authorities might not be an option because of past 
experiences, negative perceptions, and/or safety concerns. For example, when a user 
seeks information on reporting options, Umibot does not present reporting to the police 
or criminal justice authorities as the first or only option. Umibot also provides general 
advice to users who feel like the police or other authorities have not taken them seriously.

Stage 3: evaluation

To assess the efficacy of feminist digital tools, including chatbots, it is crucial to undertake 
evaluation and review. As Jewkes and Dartnall (2019) note, ‘we need more data about the 
niche that web-based technologies are designed to fill before we invest in them more 
extensively … ’  (p. 270). To enhance our understandings of how these technologies 
work in practice, including their design and content, stakeholders can use a range of 
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research methods to collect empirical data including analytics software, randomized con-
trolled trials, questionnaires, exit surveys, semi-structured interviews, and focus groups. 
These investigations can occur across different stages (Stages 1, 2 and 3 outlined above) 
and at different times (e.g., pre-, and post- public launch). Prior to release, stakeholders 
might also run focus groups to elicit feedback on the design and content of a beta version 
of a digital tool or co-design the tool with target user groups.

After launching the tool, researchers can collect data in two main ways. First, focusing 
on the impacts and outcomes of digital tools facilitates an assessment of user acceptability, 
benefits, risks, and limitations, including psychosocial outcomes (e.g., decision-making, 
self-esteem, and mental health), information gathering (e.g., raising awareness, increasing 
knowledge, access to referral pathways), and safety promotion (e.g., privacy, security, and 
safety). Analytics software can collect this data in real-time when users first encounter and 
use the tool. Second, drawing on intersectionality (Figueroa, Luo, Aguilera, & Lyles, 2021) 
as well as HCI perspectives and methodologies, can inform understandings of the user 
experience in terms of whether the tools are acceptable to users, whether needs are 
being met, the barriers of use, and the ways in which the tool is used. This might include 
collecting textual, verbal, or biofeedback data through interviews, the use of virtual reality, 
surveys, or focus groups (Lazar et al., 2017).

Since Umibot’s launch in late 2022, we have been using analytics software to collect de- 
identified aggregate data about how the chatbot is used, such as information about the total 
number of users and most frequently sought-after information. At the time of writing, 
Umibot has had over 3,380 conversations with more than 2,600 unique users in over 60 
countries. We are also conducting semi-structured interviews with victim-survivors to 
assess the chatbot’s usability, helpfulness, and acceptability. Part of the interview involves 
us conducting a ‘walk-through’ of Umibot with participants, who we then ask a series of 
questions about the tool’s design, content and what future versions of the chatbot should 
look like. Finally, we are using a Qualtrics survey to collect aggregate (de-identified) data 
about the use and impacts of the chatbot in practice, such as whether users learned new 
information about IBSA that helped guide their decision-making.

Conclusion

In this article, we proposed a design justice approach to developing feminist tools for 
detecting, preventing, and/or responding to GBV. We focused on feminist chatbots as 
one technological solution to the many known barriers to help-seeking in this context. 
Chatbots are different to other feminist digital tools for reporting or mapping crime 
or building safety strategies for victim-survivors of domestic violence. As many vic-
tim-survivors and perpetrators of GBV choose not to report or disclose their experiences 
due to shame and stigma, or fear of chastisement, chatbots can provide much-needed 
confidential, non-judgmental, personable, interactive, and timely support, information, 
and general advice. Such interventions can also ease the burden on generalist sexual 
and domestic violence support services that are often overwhelmed and not always 
equipped with the specialist knowledge that is needed to assist victim-survivors experi-
encing technology-facilitated abuse. While chatbots are not a replacement for human 
support, they can function as an important intermediate step, and can help to connect 
individuals with human support services.
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The consequences of victim-survivors not reaching out for support can be significant, 
including social isolation, maladaptive coping mechanisms (e.g., alcohol and substance 
abuse), worsening mental health (e.g., including depression, anxiety, suicidal ideation, 
and self-harm), poor physical health outcomes, and the breakdown of relationships. 
Chatbots have the potential to help address this by providing accessible, non-judgmental, 
and round-the-clock support to individuals in need, many of whom might be in a state of 
crisis or distress. In this way, chatbots can play a role in the broader ecosystem of 
responses to GBV across the domains of primary prevention, early intervention, and 
response. Chatbots can also play an important role in disseminating information to 
people who may not readily seek out external help and support, as well as to the general 
public, including bystanders. In the context of the growing recognition of how technol-
ogy can be weaponized by perpetrators of GBV, feminist chatbots also provide a useful 
and timely illustration of the different ways in which digital technologies can be har-
nessed for good.

Despite the recognition of the potential benefits of technological solutions to seeking 
help for GBV, limited scholarly attention has been paid to the processes of designing and 
developing feminist chatbots and other digital interventions, and how they work in prac-
tice. We sought to address this gap by outlining our theory-driven and practice-led 
design justice approach to developing Umibot, which principally serves as an informa-
tional tool for victim-survivors, bystanders, and, to a lesser extent, perpetrators of 
image-based sexual abuse. As shown in Table 1, we outlined our design justice approach 

Table 1. A three-stage design justice approach to feminist digital interventions
Stage 1: Design 
Key design considerations: 
. Personality, branding, and tone, including how gender and race are represented;
. Privacy and safety-by-design principles and, most critically, how they can be embedded into the technology itself;
. Functionality, including how a digital tool ‘learns’ (e.g., supervised machine learning) and/or delivers information in 

practice.
Methods of refining and testing a tool’s design include: 
. Focus groups and consultations with lived experience and other experts;
. Hiring a technical developer to build a tool;
. Privacy impact assessments;
. Cybersecurity assessments;
. Accessibility audits in line with the latest Web Content Accessibility Guidelines (WCAG).
Stage 2: Content 
Key content considerations: 
. Information should be written by, or at least heavily informed by, experts in the field to minimize the risk of providing 

inaccurate or otherwise harmful information;
. The tone of content should be empathetic, and strike a balance between detail and brevity, particularly given that 

some users might be distressed and have varying degrees of literacy when seeking information, support, and/or 
advice;

. Content should cater to audiences from different backgrounds.
Methods of drafting and refining the content of a digital tool include: 
. Document readability testing;
. Expert external review of draft content.
Stage 3: Evaluation 
Key evaluation considerations: 
. Qualitative and quantitative data collection for empirical analysis of a tool’s use, efficacy, and impacts in practice;
. Evaluative data should be publicly available, validated, and understandable to diverse audiences.
Methods of evaluating a digital tool: 
. Analytics software (e.g., Google Analytics, Amazon Lex analytics);
. Surveys;
. Qualitative interviews with victim-survivors and other key stakeholder groups.
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across three interlinked yet distinct stages: design, content, and evaluation. In the design 
stage, a key priority was embedding privacy- and safety-by-design principles into the 
chatbot’s technical infrastructure, as well as creating the expert knowledge base behind 
bot’s machine learning functionality. In the second stage, our aim was to ensure the 
bot’s content was informed by research in the field, and was empathetic, trauma- 
informed, and comprehensive enough to cater to diverse user groups. In the third 
stage, which we are currently undertaking, we focus on collecting data on the useability, 
acceptability, efficacy, and impacts of the bot in practice.

Overall, we argue that feminist, trauma-informed, and reflexive principles must 
underpin the development of digital tools from the outset, as part of a design justice 
approach more broadly. Such an approach should be evidence-based; safe, secure, and 
respectful of privacy and data ethics; inclusive, intersectional, and socially-culturally rel-
evant; attune to the risks of unconscious bias and resulting power asymmetries; and 
strengths-based, trauma-informed, and survivor-centered.

Finally, teams building chatbots and other feminist digital interventions to address 
GBV need both subject matter expertise and technical ‘know-how’ to meet the needs 
of users, including input from frontline support services, victim-survivors, community 
organizations, technology developers, graphic designers, online safety organizations, 
accessibility experts, and the media. Without multi-stakeholder input, chatbots and 
other digital tools risk causing further harm to victim-survivors and other potentially vul-
nerable users.

Future research should investigate victim-survivors’ experiences of using feminist 
tools. This can be done by collecting textual, verbal, or biofeedback data through inter-
views, virtual reality, surveys, or focus groups. Disaggregated data collected through ana-
lytics software can also help to shed light on how they are being used in practice. More 
research is also needed to empirically investigate the role and efficacy of feminist digital 
interventions for bystanders and perpetrators for addressing problematic gender atti-
tudes, beliefs, and norms that are key drivers of GBV. Our design justice approach can 
help to guide this future research, serving as a valuable resource for other developers of 
feminist digital tools, as well as scholars, frontline services, and other stakeholders inves-
tigating the most effective ways to address the global problem of gender-based violence.

Notes

1. We use the term ‘gender-based violence’ (GBV) to refer to a set of physical, psychological, 
and technology-facilitated behaviors, including sexual assault, sexual harassment, domestic 
and family violence, and other gender-based harms.

2. Intersectionality refers to the combined effect of different structural inequalities, such as 
racism, colonialism, sexism, ableism, capitalism, homophobia, and transphobia. These 
structural inequalities create multiple layers of oppression, not only shaping people’s experi-
ence of violence, abuse, and discrimination, but also creating barriers for help-seeking and 
support (see, e.g., Cho et al., 2013).
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