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Abstract
My topic is how to make decisions when you pos-
sess foreknowledge of the consequences of your choice.
Many have thought that these kinds of decisions pose
a distinctive and novel problem for causal decision the-
ory (CDT). My thesis is that foreknowledge poses no
new problems for CDT. Some of the purported problems
are not problems. Others are problems, but they are not
problems for CDT. Rather, they are problems for our the-
ories of subjunctive supposition. Others are problems,
but they are not new problems. They are old problems
transposed into a new key. Nonetheless, decisions made
with foreknowledge illustrate important lessons about
the instrumental value of our choices. Oncewe’ve appre-
ciated these lessons, we are left with a version of CDT
which faces no novel threats from foreknowledge.

1 INTRODUCTION

Say that you have foreknowledge when you know something about future events, and, moreover,
this knowledge is caused by the future events it is about. My topic is how to make decisions when
you have foreknowledge of the consequences of your choice. Many have thought that these kinds
of decisions pose a distinctive and novel threat to causal decision theory.1 Lewis (1981, p. 18) says
that they are “much more problematic for decision theory than the Newcomb problems”. Price

1 English doesn’t distinguish between the situation you face when deciding between options, and the option you end up
selecting. It allows us to use ‘decision’ and ‘choice’ for both. To avoid confusion, I’ll adopt the terminological convention
of always using ‘decision’ for the situation you face, and ‘choice’ for the selection youmake. Thus: you face a decision, and
make a choice.

This is an open access article under the terms of the Creative Commons Attribution License, which permits use, distribution and
reproduction in any medium, provided the original work is properly cited.
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2 GALLOW

(2012) thinks that these decisions should push causalists towards a subjectivist theory of causation.
Hitchcock (2016) and Stern (2021) have proposed decision theories which disagree with orthodox
causal decision theory only when you have foreknowledge. And Spencer (2020) denies the possi-
bility of certain kinds of foreknowledge specifically in order to rescue causal decision theory from
cases he views as counterexamples.
My thesis is that causal decision theory does not face any new problems from decisions involv-

ing foreknowledge. Some of the purported problem cases are not problems. Others are problems,
but not problems for causal decision theory. They are instead problems for our theories of subjunc-
tive supposition. Other of the purported problem cases are problems for causal decision theory,
but they are not new problems for causal decision theory. They are old problems transposed into
a new key.
Nonetheless, decisionsmadewith foreknowledge vividly illustrate important lessons for causal-

ists. These lessons should be familiar from less exotic situations, but they are needed to navigate
the unfamiliar and confusing terrain faced by agents with foreknowledge. Not everyone will want
to draw these lessons. But if we do, we are left with a version of causal decision theory which faces
no novel threats from foreknowledge.

2 FOREKNOWLEDGE

Foreknowledge is not just knowledge of the future. Most knowledge like this is unremarkable. I
know that it will snow next winter in Toronto, that I’ll make mapo tofu for dinner tonight, and
that I’ll enjoy it. I’ll call knowledge that 𝜙 foreknowledge iff 𝜙 is at least partly about the future,
and your belief that 𝜙 is caused by events in the future which 𝜙 is about. Even if you think that
foreknowledge like this is impossible, you needn’t deny that it could be rational to take seriously
the possibility that you have foreknowledge.
I’ll say that whatever foreknowledge you have comes from the oracle. The oracle could be a

time traveller, fortune teller, crystal ball, angel, demon, or prophetic dream. You take the oracle’s
testimony about the future to be like an ordinary human’s testimony about the present or past.
Whereas ordinary humans perceive and recall only what is or has been, she perceives and recalls
whatwill be. Perhaps her eyes have receptors for tachyons instead of photons. Perhaps she is a time
traveller. PerhapsGodwhispers news from the future into her ear. Themechanism is unimportant.
What’s important is just that, firstly, her prophesies are in general about events which have yet to
unfold, events which lie in the future of the prophesy; secondly, her prophesies are, in general,
caused by the events they are about; and, thirdly, in general, her prophesies are accurate.
By the way, I’m going to take for granted that the future is not open in any interesting or contro-

versial sense of the term—and I’m going to take it for granted that you also take this for granted.
There are interesting asymmetries between past and future. But I’ll assume that facts about what
will happen are just as metaphysically fixed, determinate, and unchanging as facts about what
has happened. If time branches or changes (over hypertime, perhaps), then it is less clear in what
sense you could have foreknowledge of your future.

3 CAUSAL DECISION THEORY

When you face a decision, you choose from a collection of available acts, . And there is a col-
lection of relevant ways things might be. Call the ways things might be ‘worlds’, and denote their
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GALLOW 3

collection with ‘ ’. For expository convenience, I’ll suppose that both and are finite. I’ll also
suppose that you have a subjective probability, or credence, function, 𝐶, defined over every set of
worlds from  . For every act A ∈ , there will be a set of worlds in which you choose A. I’ll
refer to that set of worlds with ‘𝐴’ (in italics). Then, your credence that you’ll chooseA is given by
𝐶(𝐴). I will also assume that, for every world𝑤 ∈ , there is a degree to which you desire that𝑤
is actual, which I’ll call the desirability of 𝑤, and write ‘(𝑤)’.
The theory I’m going to call ‘causal decision theory’ will also rely upon a family of functions

measuring each act’s causal powers at each possibility. For the act A ∈  , I’ll call this func-
tion ‘ 𝑤𝑜𝑢𝑙𝑑𝐴 ’. You hand 𝑤𝑜𝑢𝑙𝑑𝐴 a world, 𝑤 , and it hands you back a probability distribution,
𝑤𝑜𝑢𝑙𝑑𝐴(𝑤) . The interpretation of this probability distribution is that 𝑤𝑜𝑢𝑙𝑑𝐴(𝑤)(𝑤∗) gives A ’s
causal tendency to bring about𝑤∗ , in theworld𝑤 . For counterfactualists, we can think of it as the
probability, at𝑤 , that𝑤∗ would result, were you to selectA . SinceAwould certainly bring about
a world in which 𝐴 , we can stipulate that 𝑤𝑜𝑢𝑙𝑑𝐴(𝑤)(𝐴) = 1 . A function like this is standardly
called an imaging function.
I’m going to present CDT in a slightly non-standard way that turns out to be a bit easier to

work with, and which in my opinion makes its commitments about instrumental value easier
to appreciate. It involves a bit of linear algebra, but just the tiniest bit. All you need to know in
order to check my math is how to multiply matrices together, and even if you can’t follow the
math, I hope you will be able to follow the philosophical discussion. Fix some enumeration of the
worlds in , 𝑤1, 𝑤2,… , 𝑤𝑁 . Then, let ‘𝐶’ be a 1 × 𝑁 vector whose 𝑖th column is your credence in
the world 𝑤𝑖 . That is: 𝐶 = [𝐶(𝑤1), 𝐶(𝑤2), … , 𝐶(𝑤𝑁)]. Let ‘’ be an 𝑁 × 1 vector whose 𝑖th row is
the desirability of the world 𝑤𝑖 , = [(𝑤1),(𝑤2), … ,(𝑤𝑁)]

′.2 And let ‘𝑤𝑜𝑢𝑙𝑑𝐴’ be an 𝑁 ×𝑁

matrix whose entry in the 𝑖th row and the 𝑗th column is 𝑤𝑜𝑢𝑙𝑑𝐴(𝑤𝑖)(𝑤𝑗). Then, CDT says that
the choiceworthiness of an act, A, is measured by its utility, (𝐴), where:

 (𝐴)=𝑑𝑓𝐶 ⋅ 𝑤𝑜𝑢𝑙𝑑𝐴 ⋅

(Here, ‘⋅’ is matrix multiplication.) That is: the utility of A consists of three ingredients: your cre-
dences, your desires, and information about what would happen, were you to select A. Multiply
these ingredients together, and you get A’s utility.
I’m going to use ‘causal decision theory’ as an umbrella term for any decision theory which says

that you should choose an option which maximises utility, as defined above. Given this terminol-
ogy, the theories of Stalnaker (1981), Gibbard & Harper (1978), Lewis (1981), Skyrms (1982), Sobel
(1994), and Joyce (1999) will all count as versions of causal decision theory. All of these theorists
advise you to maximise utility, as specified above. But that doesn’t mean that they all agree. For
there are a variety of ways of specifying the imaging function𝑤𝑜𝑢𝑙𝑑𝐴, and different choices lead to
different definitions of utility. For instance, Lewis (1981) effectively understands 𝑤𝑜𝑢𝑙𝑑𝐴(𝑤)(𝑤∗)

to be 𝐶ℎ𝑤(𝑤∗ ∣ 𝐴), where 𝐶ℎ𝑤 is the objective chance function at 𝑤 at the time of choice.3 Oth-
ers, like Sobel (1994) and Rabinowicz (1982, 2009), will want to understand the imaging function
differently.4 In §5 below, I will argue that we should impose a constraint on the imaging function
which none of these authors have explicitly discussed. This point is important for understanding

2𝑉′ is the transpose of the vector 𝑉.
3 Lewis says that 𝑤𝑜𝑢𝑙𝑑𝐴(𝑤)(𝑤∗) is 𝐶(𝑤∗ ∣ 𝐴𝐾𝑤), where 𝐾𝑤 is the causal dependency hypothesis true at world 𝑤. 𝐾𝑤 is
admissible, and it entails the chance of 𝑤∗, given that you choose 𝐴, so Lewis (1980)’s principal principle will imply that
𝐶(𝑤∗ ∣ 𝐴𝐾𝑤) should be 𝐶ℎ𝑤(𝑤∗ ∣ 𝐴).
4 See Bales (2016) for a nice overview of the differences between Lewis, Sobel, and Rabinowicz.
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4 GALLOW

my thesis. My thesis is that causal decision theory does not face any new problems from decisions
involving foreknowledge. This doesn’t mean that, e.g., Lewis’s version of causal decision theory
doesn’t face any new problems from these decisions.
Notice that, by the associativity of matrix multiplication, it doesn’t matter whether we group

the imaging function 𝑤𝑜𝑢𝑙𝑑𝐴 with your credences, 𝐶, or with your desirabilities, . A standard
presentation of CDT takes the former route, saying that

 (𝐴) = 𝐶𝐴 ⋅

where𝐶𝐴 =𝑑𝑓 𝐶 ⋅ 𝑤𝑜𝑢𝑙𝑑𝐴 is your credence function imaged on the performance ofA.5 Oneway of
thinking about the imaging function𝑤𝑜𝑢𝑙𝑑𝐴, then, is as an important ingredient in a subjunctive
analogue to conditioning. While your credences conditioned on𝐴—which we can write ‘𝐶 |𝐴’—
tell you how likely each possibility is on the indicative supposition that you’ve performed A, your
credences imaged on 𝐴, 𝐶𝐴, tell you how likely each possibility is on the subjunctive supposition
that you’ve performed A.6 Then, CDT tells you to evaluate an act by taking an expectation of
desirability, , with respect to these ‘subjunctive credences’, 𝐶𝐴. This is to be contrasted with
evidential decision theory, EDT, which tells you to evaluate an act by taking an expectation of
desirability with respect to the your credences conditioned on 𝐴, 𝐶 |𝐴. That is, according to EDT,
you should evaluate acts in terms of their news-value,  , where

(𝐴) =𝑑𝑓 𝐶 |𝐴 ⋅

In my view, CDT’s philosophical commitments are clearer if we instead group 𝑤𝑜𝑢𝑙𝑑𝐴 with
. So let us define 𝐴 =𝑑𝑓 𝑤𝑜𝑢𝑙𝑑𝐴 ⋅, which gives us the desirability of what A’s performance
would bring about. That is, 𝐴(𝑤𝑖) is the desirability of what choosing A would bring about at
world 𝑤𝑖 .7 Then, CDT says that the choiceworthiness of an act, A, is given by your expectation of
this quantity. That is,

 (𝐴) = 𝐶 ⋅𝐴

As this formulation makes clear, CDT follows from the view that a choice’s instrumental value
is given by the desirability of what it would bring about, together with the assumption that
you should choose an act with the greatest expected instrumental value. On this view, the only
thing that makes an act worth choosing are the desirable ends which would obtain, were you to
choose it.
For a decision which illustrates this idea, consider

no difference You may either take the box on the left, ‘Lefty’, or the box on the right,
‘Righty’. There’s no difference between them. Their contents were decided yesterday on
the basis of a prediction about which box you would choose. If it was predicted that you
would choose Lefty, then both boxes contain $100. If it was predicted that youwould choose
Righty, then both boxes contain $10. You are certain that the prediction is accurate.

5 CDT is presented in terms of imaging your credences on 𝐴 in Lewis (1981), Sobel (1994), and Joyce (1999).
6 See Gardenfors (1982).
7 To be clear: ‘𝐴(𝑤𝑖)’ is the 𝑖th row in the vector𝐴.
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GALLOW 5

F IGURE 1 In table 1a, the matrix 𝑤𝑜𝑢𝑙𝑑𝐿(𝑟𝑜𝑤)(𝑐𝑜𝑙𝑢𝑚𝑛), which describes what would happen at each
world, were you to select Lefty. In table 1b, the matrix 𝑤𝑜𝑢𝑙𝑑𝑅(𝑟𝑜𝑤)(𝑐𝑜𝑙𝑢𝑚𝑛), which describes what would
happen at each world, were you to select Righty.

Innodifference, EDT says that youhave decisive reason to take Lefty. There are four relevant
possibilities to consider: the world where there are one hundred dollars in the boxes and you take
Lefty,𝑤𝐻𝐿, the world where there are a hundred dollars in the boxes and you takeRighty,𝑤𝐻𝑅, the
world where there are ten dollars in the boxes and you take Lefty,𝑤𝑇𝐿, and the world where there
are ten dollars in the boxes and you take Righty, 𝑤𝑇𝑅. Because you are certain that the prediction
is accurate, you are certain that you’re either at𝑤𝐻𝐿 or you’re at𝑤𝑇𝑅. Then, your credence in𝑤𝐻𝐿
is just your credence that you’ll take Lefty, 𝐶(𝐿), and your credence in 𝑤𝑇𝑅 is just your credence
that you’ll take Righty, 𝐶(𝑅). Assuming that your desires are linear in dollars, the news-value of
taking Lefty is 100, and the news-value of taking Righty is 10. Learning that you’ve taken Lefty is
better news that learning that you’ve taken Righty. So EDT requires you to take Lefty.
In contrast, CDT says that you have no more reason to take Lefty than you have reason to take

Righty. It tells you to evaluate each box by asking how much money you would get, were you
to take it. You won’t know for sure, since you won’t know for sure what’s inside the boxes, but
you will know that, if there’s $100 in the boxes, then taking either box would get you $100, and if
there’s $10 in the boxes, then taking either box would get you $10. Changing your choice of box
wouldn’t change the boxes’ contents. Formally, 𝑤𝑜𝑢𝑙𝑑𝐿 and 𝑤𝑜𝑢𝑙𝑑𝑅 are the matrices shown in
figures 1a and 1b, respectively. Those matrices tell us that, at 𝑤𝐻𝐿 and 𝑤𝐻𝑅 , had you taken Lefty,
there’d still be $100 in both boxes; and, had you taken Righty, there’d still be $100 in both boxes.
And at 𝑤𝑇𝐿 and 𝑤𝑇𝑅 , had you taken Lefty, there would still be $10 in both boxes; and, had you
taken Righty, there’d still be $10 in both boxes.
So choosing 𝐿 and choosing 𝑅 would accomplish exactly the same thing. If there’s $100 in both

boxes, both options would get you $100. And if there is $10 in both boxes, both options would get
you $10.

𝑤𝑜𝑢𝑙𝑑𝐿 ⋅ = 𝑤𝑜𝑢𝑙𝑑𝑅 ⋅ = [100, 100, 10, 10]
′

So taking Lefty and taking Righty have the same utility. Both have a utility equal to 100 times your
credence that you’ll take Lefty plus 10 times your credence that you’ll take Righty. CDT therefore
says that you have just as much reason to take Lefty as you have reason to take Righty.
Suppose you find yourself waffling back and forth between Lefty and Righty. As you incline

towards Lefty, you give yourself evidence that you will eventually choose Lefty, so your credence
that there’s $100 in the boxes should go up. As you incline towards Righty, you give yourself evi-
dence that youwill eventually choose Righty, so your credence that there’s $10 in the boxes should
go up. In this state of indecisive waffling, your rational opinions about howmuchmoney is in the
boxes will change along with your opinions about how you’ll choose. Since you have control over
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6 GALLOW

which box to take, you have control over your rational credence that there’s $100 in the boxes.
But, by stipulation, you don’t have any control over whether there’s $100 in the boxes.
It can seem like you have reason to take Lefty. But causalists think that this is an illusion. You

succumb to the illusion by conflating control over what to believe with control over what is the
case. They encourage you to break the illusion of control by considering the decision from a better
informed, third-personal perspective. For instance, suppose that you are watching your friend
decide between Lefty and Righty, and you can see inside the boxes. No matter what you see, there
won’t appear to be any more instrumental reason to take Lefty than there is to take Righty. Once
you are free of the illusion of control, causalists think the inclination to say that you have reason
to take Lefty vanishes.
Indeed, they think that, from this better-informed, third-personal perspective, a preference for

Lefty over Righty appears counter-productive. Suppose your friend is an evidentialist, who values
taking Lefty $90 more than taking Righty. Then, they would be willing to pay up to $90 to take
Lefty. You look into the boxes and see $100 in both. From your perspective, it seems that paying
$90 to take Lefty is just throwing money away to no end. Your friend could easily get the $100 for
free by taking Righty. And nothing depends upon there being $100 in the boxes. Things are the
same if you see $10 in the boxes instead.
There is a general lesson here. It is, without a doubt, intuitive that you should take Lefty in no

difference. But causalists diagnose this intuition as arising from the illusion that the amount
of money in the boxes is under your control, when in fact—by stipulation—the only thing that’s
under your control is your own epistemic state.

Lesson #1When you have control over your rational credence that 𝜙, but you know for sure
that you do not have control over whether 𝜙, your intuitive judgements about rational
choice can lead you astray by conflating control over your epistemic statewith control over
the world. In these cases, you should consider what instrumental value a choice has when
viewed from each of the possible better informed, third-personal perspectives.

Not everyone is going to learn this lesson from no difference. But it is a lesson which should
be learnt by any causalist deserving the name. Those who refuse to learn this lesson think that
you should choose to give yourself good news about the way the world is, even when this has no
effect on the world whatsoever. As Lewis (1981, p. 5) puts it, they “counsel an irrational policy of
managing the news so as to get good news about matters which you have no control over”.

4 MANAGING THE NEWS FROM THE FUTURE

Consider the following decision:

sticker It is Christmas eve. Under the tree are two gifts from Santa: one for you, one for
your sister. You know for sure that one of them contains this year’s hottest toy, and the
other contains a lump of coal, though you don’t know which is which. You have a purely
decorative sticker which doesn’t make any difference with respect to who gets to open
which gift. The oracle arrives with news from the future: the gift you’ll put the sticker on
contains the toy.
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GALLOW 7

F IGURE 2 The causal structure of sticker.

I first learnt about decisions with this structure from Roberts (ms). Roberts argues that putting
the sticker on your own gift is a rational means of getting the toy; and from this, he concludes
that, if you put the sticker on your gift, this causes Santa to have gifted you the toy in the past. I’m
going to take for granted that this conclusion about the causal structure of the case is incorrect.
I’ll suppose that the causal structure of sticker is as shown in figure 2. In that figure, think of
Santa, Outcome, Oracle, and You as variables which can take on certain values, depending upon
what Santa, you, and the oracle say and do. Santa says whether Santa put the toy in your gift or
your sister’s. Oracle says whether the Oracle tells you that the stickered gift has the toy in it, or
whether she tells you that the stickered gift has the coal in it. You says whether you put the sticker
on your gift or your sister’s. And Outcome tells us both which gift has the toy and which gift has
the sticker.
Santa andYou causally influenceOutcome. AndOutcome causally influencesOracle—since the

oracle is likely to tell the truth about Outcome. It is possible that the oracle’s pronouncement will
influence your choice, whence the arrow from Oracle to You in figure 2. But you might instead
make up your mind about what to do in a way that’s insensitive to the oracle’s prophesy, whence
the arrow is grey, rather than black.
In this decision, there are four relevant possibilities. Either Santa gave you a toy, 𝑇, or he gave

you a lump of coal, 𝐶. And either you will put the sticker on your gift, 𝑌, or you will put it on
your sister’s gift, 𝑆. Let ‘𝑤𝑇𝑌 ’ be a world in which Santa gave you a toy and you put the sticker on
your own gift. Let ‘𝑤𝑇𝑆 ’ be a world in which Santa gave you a toy and you put the sticker on your
sister’s gift. And likewise for ‘𝑤𝐶𝑌 ’ and ‘𝑤𝐶𝑆 ’.
There are interesting questions to be raised about what would happen in sticker, were you to

choose differently. For instance, in the world 𝑤𝑇𝑌 , you put the sticker on your gift. At this world,
what would have happened, were you to put the sticker on your sister’s gift instead? There’s a
temptation to answer: were you to put the sticker on your sister’s gift, the oracle would still have
told you that the gift with the sticker has the toy. And since the oracle is making every effort to
speak truly, this means that it would have to be the case that the gift with the sticker did contain
the toy. Since your sister’s gift would be the one with the sticker on it, this means that Santa must
have given the toy to your sister. Therefore, at the world 𝑤𝑇𝑌 , had you put the sticker on your
sister’s gift, your sister would have been gifted the toy. This is a natural way of reasoning, in part
because ordinarily, when we think about what would happen, were we to choose differently, we
hold fixed our causal past. And, in this case, the oracle’s prognostication lies in your causal past.
But we plainly cannot hold fixed all of your causal past, since, in this case, your choice also lies
in your causal past. In contrast, we could figure out what would have happened, had you chosen
differently, by considering a scenario in which your choice does not depend upon its causal past,
and then thinking through how the rest of the world would have to change, were you to choose
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8 GALLOW

F IGURE 3 In figure 3a, the matrix 𝑤𝑜𝑢𝑙𝑑𝑌(𝑟𝑜𝑤)(𝑐𝑜𝑙𝑢𝑚𝑛), which describes what would happen at each
world, were you to affix the sticker to your gift. In figure 3b, the matrix 𝑤𝑜𝑢𝑙𝑑𝑆(𝑟𝑜𝑤)(𝑐𝑜𝑙𝑢𝑚𝑛), which describes
what would happen at each world, were you to affix the sticker to your sister’s gift.

differently. I’m going to take it for granted here that this secondway of thinking about what would
happen, were you to choose differently, is the one which is relevant to rational choice. So, at the
world 𝑤𝑇𝑌 , were you to put the sticker on your sister’s gift, this decision would not have been
influenced by the oracle’s pronouncement. Since your sister’s gift contains the coal at 𝑤𝑇𝑌 , this
would be a world at which the gift with the sticker contains the coal.
More generally, I’ll suppose that𝑤𝑜𝑢𝑙𝑑𝑌 and𝑤𝑜𝑢𝑙𝑑𝑆 are as shown in figure 3. And I’ll suppose

that you only care about who gets the toy and who gets the coal—you don’t intrinsically desire
the sticker being on your gift or your sister’s gift. With these assumptions in place, CDT treats
sticker just like no difference . Putting the sticker on your gift gives you evidence that you’ll
get the toy, and putting the sticker on your sister’s gift gives you evidence that you’ll get the coal,
but the sticker does nothing at all to change what Santa has gifted you. So CDT says you have no
more reason to put the sticker on your gift than you have to put it on your sister’s gift.
Hitchcock (2016) thinks that this is the wrong advice. He proposes a decision theory which

agrees with the view I’m calling ‘causal decision theory’ in decisions like no difference, but
disagrees in decisions like sticker. To understand Hitchcock’s theory, it helps to first consider
how orthodox causalists tells you to take foreknowledge into account. Let’s use ‘𝐶0’ for your ur-
prior credence function—the credence function you are disposed to hold in the absence of any
evidence. The norm of ur-prior conditionalisation says that your credences at any time should
be 𝐶0 conditioned on your total evidence at that time. If you abide by this norm and 𝐸 is your
total evidence, then your credences will be 𝐶0 |𝐸. Then, CDT advises you to evaluate acts for
choiceworthiness with

 (𝐴)=𝑑𝑓(𝐶0|𝐸) ⋅ 𝑤𝑜𝑢𝑙𝑑𝐴 ⋅
In contrast, Hitchcock advises you to evaluate acts for choiceworthiness with

(𝐴)=𝑑𝑓(𝐶0 ⋅ 𝑤𝑜𝑢𝑙𝑑𝐴)|𝐸 ⋅
That is: you should first image your probability function on the performance of 𝐴, and then
take your evidence into account by conditioning the probability function 𝐶0 ⋅ 𝑤𝑜𝑢𝑙𝑑𝐴 on 𝐸.
You should then take an expectation of desirability using the resulting probability function,
(𝐶0 ⋅ 𝑤𝑜𝑢𝑙𝑑𝐴) |𝐸.8 In most decisions, there won’t be any difference between  (𝐴) and (𝐴).

8 Hitchcock (2016) uses causal Bayes nets rather than imaging to determine this probability function. If you’re interested, I
give the details in the appendix. There, I also show that his theory may be reformulated in terms of an ‘imaging’ function,
as I’ve presented it in the main text.
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GALLOW 9

But if 𝐸 includes foreknowledge about factors causally downstream of your choice, then  (𝐴)

and(𝐴) can differ. (For the interested reader, I explain why in the appendix.)
In sticker, if you most want the toy for yourself and you don’t care about the placement of

the sticker, then Hitchcock’s theory will say that you’re required to put the sticker on your gift.
For concreteness, suppose that, in the absence of any evidence, you think Santa was just as likely
to gift the toy to you as he was to gift it to your sister, you think that you’re equally likely to put
the sticker on either gift, and you take these choices to be independent. Then, 𝐶0 = [𝐶0(𝑤𝑇𝑌),
𝐶0(𝑤𝑇𝑆), 𝐶0(𝑤𝐶𝑌), 𝐶0(𝑤𝐶𝑆)] = [1∕4, 1∕4, 1∕4, 1∕4]. And your only evidence is the foreknowledge
that you put the sticker on the gift with the toy—that is, 𝐸 = {𝑤𝑇𝑌,𝑤𝐶𝑆}. Let’s take = [(𝑤𝑇𝑌),
(𝑤𝑇𝑆),(𝑤𝐶𝑌),(𝑤𝐶𝑆)]

′ to be [1, 1, 0, 0]′.9 Then,

(𝑌) = (𝐶0 ⋅ 𝑤𝑜𝑢𝑙𝑑𝑌)|𝐸 ⋅ = 1

(𝑆) = (𝐶0 ⋅ 𝑤𝑜𝑢𝑙𝑑𝑆)|𝐸 ⋅ = 0

Evidentialists should be pleased with this verdict, but if we are causalists, and we’ve taken Les-
son #1 to heart, then I think we should side with orthodox CDT over Hitchcock’s alternative.
There is, to be sure, an intuition in this case that you should decide where to put the sticker by
considering who you’d rather get the toy. But this is, by stipulation, a case in which you have
no control over who gets the toy. What you do have control over is your rational credence that
you got the toy. By putting the sticker on your own gift, you give yourself very strong evidence
that Santa has decided to give you the toy. And, by putting the sticker on your sister’s gift, you
give yourself very strong evidence that Santa has decided to give your sister the toy. But the
sticker is just a sticker. It doesn’t change what Santa gifted you. Lesson #1 warns us to be on
guard: our intuitive judgements about rational choice can lead us astray in precisely these kinds of
cases.
Causalists should also notice that the intuition that placing the sticker on your gift has instru-

mental value vanishes with additional information. Suppose that it is not you making this
decision, but instead your sister. While your sister cannot look into the gift, you can. You see
that you have been gifted the coal and she has been gifted the toy. From your perspective, there
doesn’t seem to be any instrumental value in placing the sticker on her gift. Moreover, from your
perspective, a preference for placing the sticker on her gift can appear counter-productive. Sup-
pose your sister values the toy at $100, and she is only allowed to put the sticker on her gift if she
pays $90. From your perspective, it seems that paying to put the sticker on her gift is just throwing
$90 away to no end. She’d still have the toy if she didn’t pay the $90. Nothing depends on what
you see inside the gifts. If you instead see that you have been gifted the toy and her the coal, it is
equally difficult to see any instrumental value in paying $90 to place the sticker on her gift.
So it seems to me that causalists should say precisely the same thing about sticker that they

say about no difference: you’ve no reason to choose either of the options over the other, since
neither of the options would make any difference to anything you care about. So it seems to me
that causalists have no reason to worry about orthodox CDT’s verdicts in cases like sticker. To
be sure, there is an intuition that you shouldn’t put the sticker on your sister’s gift. But there is
also an intuition that you shouldn’t take Righty. Causalists who have learnt Lesson #1 are used
to dismissing knee-jerk intuitions when you have control over what to believe about 𝜙 without

9 I’ve arbitrarily chosen to make 1 the desirability of getting the toy and 0 the desirability of getting the coal. Since desir-
ability is measured on an interval scale, any other pair of numbers where the first is higher than the second would be an
equivalent representation of your desirabilities.
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10 GALLOW

having control over whether 𝜙. They should not care whether the illusion of control is due to
reliable prediction or reliable prescience.

5 FOREKNOWLEDGE AND CHANCE

Imagine that you refuse a bet on whether a flipped coin lands heads, we flip the coin, and it lands
heads. At the time when you had to choose whether to bet, there was only a 50% chance of you
winning, conditional on you betting. Nonetheless, as Sidney Morgenbesser observed, the coun-
terfactual “If you had taken the bet, you would have won” doesn’t seem to have a 50% probability.
Instead, its probability seems to be 100%.10 I follow a number of authors in drawing the lesson that,
when we make subjunctive suppositions, we hold fixed factors which are causally independent of
our supposition.11 When we subjunctively suppose that you take the bet, we imagine a possibility
in which the coin still has a 50% chance of landing heads, and still lands heads. Both the outcome
of the coin toss and the chances of that outcome are causally independent of how you choose, so
both are held fixed when we consider what would have happened, had you taken the bet.
Cases like these suggests the following general lesson.

Lesson #2 The probability that 𝜙 would result, were you to choose A, is not always just the
chance of 𝜙, conditional on your choosing A. If 𝜙 is causally independent of your choice,
then 𝜙 would not change its truth-value, were you to choose differently.

This is a lesson we can learn without the extravagance of foreknowledge, and it is one we can
learn before turning our attention to decision theory. But the lesson is relevant for decisions made
with foreknowledge.
Consider, for instance12

foreknownlossA fair coin will be flipped. Before it is flipped, you are offered a bet which
pays out $150 if the coin lands on heads, and only costs $50. Before you decide whether to
bet, the oracle arrives with news from the future: the coin will land on tails.

In this decision, Hall (1994), Meacham (2010), and Spencer (2020) say that, insofar as you think
that the oracle’s prophesy is known, you should think that the objective chance of tails is greater
than 50%. I disagree. In my view, the objective chance of tails is still 50%, but you should be more
confident in tails than heads. Spencer thinks that, if we say this, CDTwill say that you are required
to bet, in spite of your foreknowledge that it’s a bet you’ll lose.
Does CDT say that? That depends upon what would happen, were you to bet. There are four

relevant possibilities. The coin either lands heads, 𝐻, or tails, 𝑇. And you either bet, 𝐵, or you do
not,𝑁. Let𝑤𝐻𝐵 be a possibility at which the coin lands heads and you bet. Let𝑤𝐻𝑁 be a possibility
at which the coin lands heads and you do not bet, and likewise for𝑤𝑇𝐵 and𝑤𝑇𝑁 . Then—ignoring
Lesson #2 for the nonce—let us suppose that the probability that the coinwould land heads, were

10 The observation is attributed to Morgenbesser by Slote (1978, fn 33).
11 See, for instance, Bennett (2003, ch. 15), Edgington (2004), Schaffer (2004), and Kment (2006), among many others.
12 Decisions like these are discussed by Price (2012), who uses them to argue for a subjectivism about causation, according
to which you have causal control over past events which are correlated with your choice. (For instance, Price (2012) agrees
with Roberts (ms) that, by putting the sticker on your gift, you cause Santa to have given you the toy.)
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GALLOW 11

F IGURE 4 In figure 4a, the matrix 𝑤𝑜𝑢𝑙𝑑𝐵(𝑟𝑜𝑤)(𝑐𝑜𝑙𝑢𝑚𝑛), which describes what would be likely to happen
at each world, were you to bet. In figure 4b, the matrix 𝑤𝑜𝑢𝑙𝑑𝑁(𝑟𝑜𝑤)(𝑐𝑜𝑙𝑢𝑚𝑛), which describes what would
likely happen at each world, were you to not bet.

you to bet, is 50%. That is, let us suppose that𝑤𝑜𝑢𝑙𝑑𝐵 and𝑤𝑜𝑢𝑙𝑑𝑁 are as shown in figure 4.We can
assume that your desires are linear in dollars, so that  = [(𝑤𝐻𝐵), 𝐷(𝑤𝐻𝑁),(𝑤𝑇𝐵),(𝑤𝑇𝑁)]

′

= [100, 0, −50, 0]
′. With these assumptions, CDT says that the instrumental value of betting is

constant. It is worth $25, no matter which world you’re at:

𝑤𝑜𝑢𝑙𝑑𝐵 ⋅ = [25, 25, 25, 25]′

Whereas not betting has a constant instrumental value of $0:

𝑤𝑜𝑢𝑙𝑑𝑁 ⋅ = [0, 0, 0, 0]′

So it won’t matter what foreknowledge you possess. CDT will say that betting is rational, and not
betting irrational, no matter what the oracle has told you.
I agree with Spencer that this is terrible advice. Given your foreknowledge, you know that the

bet is a loser, this knowledge is not in any way contingent upon whether you bet or not, and
betting doesn’t make any difference to whether the coin lands heads or tails. So you shouldn’t
bet. Spencer and I both lay the blame on the functions 𝑤𝑜𝑢𝑙𝑑𝐵 and 𝑤𝑜𝑢𝑙𝑑𝑁 shown in figure 4.
In generating those functions, I made two assumptions. First: the probability that 𝜙 would result,
were you to choose A , is the chance of 𝜙 , conditional on your choosing A . And second: the
chance of the coin landing heads, both conditional on you betting and conditional on you not
betting, is 50%. Spencer rejects the second assumption. In his view, your foreknowledge makes it
so that the objective chance of the coin landing heads is 0%. Having learnt Lesson #2, I reject the
first assumption. In my view, we must distinguish the probability that 𝜙 would result, were you
to choose A , from the objective chance of 𝜙 , conditional on you choosing A .
Sobel and Rabinowicz notice that, in decisions like foreknown loss, the first assumption

leads to a violation of Strong Centering.

Strong Centering If 𝑤 is a world at which you choose A, then, were you to choose A at 𝑤,
𝑤 is certainly the world which would result.

if A is true at 𝑤, then 𝑤𝑜𝑢𝑙𝑑𝐴(𝑤)(𝑤) = 100%

The analogue of Strong Centering is a consequence of Lewis’s 1973 semantics for counterfactu-
als. On that semantics, if𝐴 is true at𝑤, then so too is𝐴 > 𝑤.13 In the context of Lewis’s semantics

13 I’m using ‘𝑤’ for the proposition {𝑤}, which is true at the world 𝑤 and false at all other worlds.
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12 GALLOW

F IGURE 5 If we impose Strong Centering on the matrices 𝑤𝑜𝑢𝑙𝑑𝐵 and 𝑤𝑜𝑢𝑙𝑑𝑁 from figures 4a and 4b,
and make no other changes, we get the matrices above.

for the subjunctive conditional, this imposes the requirement that 𝐴 ∧ 𝐶 entails 𝐴 > 𝐶.14 If we
accept Lewis’s semantics, and we are thinking of𝑤𝑜𝑢𝑙𝑑𝐴(𝑤) as telling us how likely it is that each
world would result, were you to performA at world𝑤, then it is natural to expect that𝑤𝑜𝑢𝑙𝑑𝐴 will
satisfy Strong Centering. Nonetheless, Lewis (1986) rejects Strong Centering in his formula-
tion of causal decision theory. Hismotivation for this rejection is not clear tome, and not explicitly
explained to the reader.15 In any case, whatever Lewis’s reasons for disagreeing may have been, I
agree with Rabinowicz that there is good reason to endorse Strong Centering.16
However, Strong Centering on its own will not afford us a satisfactory treatment of fore-

known loss . To see why, notice that, if we impose Strong Centering on the imaging functions
𝑤𝑜𝑢𝑙𝑑𝐵 and 𝑤𝑜𝑢𝑙𝑑𝑁 from figure 4 and make no other changes, then we will get the imaging
functions which are shown in figure 5. With these assumptions about 𝑤𝑜𝑢𝑙𝑑𝐵 and 𝑤𝑜𝑢𝑙𝑑𝑁 , the
instrumental value ofNwill remain unchanged (it’s still certain to bring you $0, no matter what).
But the instrumental value of B is different. If you don’t actually bet, betting would bring you $25
in expectation. But, if you do actually bet, betting would win you $100, if the coin lands heads,
and lose you $50, if the coin lands tails. That is:

𝑤𝑜𝑢𝑙𝑑𝐵 ⋅ = [𝐵(𝑤𝐻𝐵),𝐵(𝑤𝐻𝑁),𝐵(𝑤𝑇𝐵),𝐵(𝑤𝑇𝑁)]
′ = [100, 25, −50, 25]′

You foreknow that you are either at the world𝑤𝑇𝐵 or the world𝑤𝑇𝑁 . So the utility of betting will
be

 (𝐵) = −50 ⋅ 𝐶(𝐵) + 25 ⋅ (1 − 𝐶(𝐵))

= 25 − 75 ⋅ 𝐶(𝐵)

If 𝐶(𝐵) > 1∕3 , then the utility of betting will be less than the utility of not betting. So, if you find
yourself inclining towards betting (and therefore, give yourself evidence that you will bet), CDT

14 For a compelling defence of this principle, known as ‘conjunction conditionalisation’, see Walters and Williams (2013).
15 He does explain to the reader that, were he to accept Strong Centering, he could not accept his formulation of CDT
in terms of ‘dependency hypotheses’. If there were some antecedent reason to favour Lewis’s formulation of CDT over
an alternative formulation like Sobel’s which takes the imaging function 𝑤𝑜𝑢𝑙𝑑𝐴 as primitive, then this would give us a
reason to reject Strong Centering. However, if there is a reason like that, then Lewis (1981) does not provide it. In fact,
he spends much of his article trying to persuade the reader that the differences between his formulation and its rivals
are inconsequential.
16 For instance, if we do not endorse Strong Centering, CDT will make implausible claims about the decision choosing
the chances in §6 below.
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GALLOW 13

F IGURE 6 If we impose Causal Independence on the matrices 𝑤𝑜𝑢𝑙𝑑𝐵 and 𝑤𝑜𝑢𝑙𝑑𝑁 from figures 4a and
4b, we get the matrices above.

will advise you to not bet. However, if you listen to this advice, and learn that you have, 𝐶(𝐵) will
fall below 1∕3 . And at that point, the utility of betting will exceed the utility of not betting, and
CDT will advise you to bet.
So, if we simply impose Strong Centering, then foreknown loss turns into a case in which

CDT’s recommendations are sensitive to your predictions about what you will choose. I think
that cases like these pose a problem for CDT (I’ll have more to say about them in §6 below). But
usually, when CDT exhibits this kind of prediction sensitivity, there is something deeply correct
about its advice.What’s usually correct about the advice is that, from the perspective you’ll occupy
when choosing either of the options, you should expect that taking the other option would make
things better. But this doesn’t seem to be the case in foreknown loss. In this decision, when
you refuse the bet, you know that the coin will land tails, so you know that betting would lose you
money.
If we take Lesson #2 to heart, then we should want the imaging function𝑤𝑜𝑢𝑙𝑑𝐴 to hold fixed

factors which are causally independent of how you choose. That is, we should want it to satisfy
the following constraint.

Causal Independence If whether 𝜙 is causally independent of your choice, then, for any
option A, 𝜙 would not change its truth-value, were you to choose A. That is, if whether 𝜙
is causally independent of your choice, then

𝑤𝑜𝑢𝑙𝑑𝐴(𝑤)(𝜙) =

{
1 if 𝜙 is true at 𝑤
0 if 𝜙 is false at 𝑤

In the case of foreknownloss ,whether you buy the ticket is causally independent ofwhether
the coin lands heads or tails, so Causal Independence tells us that the way the coin lands
wouldn’t change, were you to buy the ticket. That is, it tells us that the matrices 𝑤𝑜𝑢𝑙𝑑𝐵 and
𝑤𝑜𝑢𝑙𝑑𝑁 are as shown in figure 6. If we use these imaging functions, then we will say that, if the
coin lands heads, then betting would certainly win you $100; and, if the coin lands tails, betting
would certainly lose you $50.

𝑤𝑜𝑢𝑙𝑑𝐵 ⋅ = [𝐵(𝑤𝐻𝐵),𝐵(𝑤𝐻𝑁),𝐵(𝑤𝑇𝐵),𝐵(𝑤𝑇𝑁)]
′ = [100, 100, −50, −50]′

Given your foreknowledge that the coin will land tails, the utility of betting will be a certain loss
of $50, and CDT will correctly tell you to not bet.
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14 GALLOW

F IGURE 7 In figure 7a, the matrix 𝑤𝑜𝑢𝑙𝑑𝐴(𝑟𝑜𝑤)(𝑐𝑜𝑙𝑢𝑚𝑛), which describes what would happen at each
world, were you to go to Aleppo. In figure 7b, the matrix 𝑤𝑜𝑢𝑙𝑑𝐷(row)(column), which describes what would
happen at each world, were you to go to Damascus.

6 FOREKNOWLEDGE AND PREDICTION-SENSITIVITY

As we briefly saw in §5 above, CDT’s advice is sometimes sensitive to your predictions about your
own choices. That is: the choices which CDT says are rational can depend upon which choice you
think you will make. In my view, this is a problem with CDT. I won’t try to persuade causalists
to accept this consequence of CDT. Instead, I will try to persuade them that it is not a problem
which is unique to decisionsmadewith foreknowledge. And I will try to persuade them that there
is something deeply right about CDT’s prediction-sensitive advice.
A classic case of prediction sensitivity comes from Gibbard & Harper (1978):

death in damascus You must choose whether to go to Aleppo or Damascus. And you
know that Death has an appointment with you in one of these cities. Death does not watch
over you, so your decision about where to go does not affect where Death awaits. But Death
hasmade a prediction about which city youwill choose, and he awaits in the predicted city.
You take Death’s predictions to be incredibly reliable.

In this decision, there are four relevant possibilities. Either Death awaits in Aleppo, 𝛼, or Death
awaits in Damascus, 𝛿. And either you go to Aleppo, 𝐴, or you go to Damascus, 𝐷. Let 𝑤𝛼𝐴 be
a possibility at which Death awaits in Aleppo and you go to Aleppo. Let 𝑤𝛼𝐷 be a possibility at
which Death awaits in Aleppo and you go to Damascus. And likewise for 𝑤𝛿𝐴 and 𝑤𝛿𝐷 . Then,
we can suppose that you prefer avoiding Death to meeting Death, and otherwise, you do not care
which city you visit, so that = [(𝑤𝛼𝐴),(𝑤𝛼𝐷),(𝑤𝛿𝐴),(𝑤𝛿𝐷)]

′ = [0, 1, 1, 0]′.
By stipulation, whether you go to Aleppo or Damascus makes no difference with respect to

whereDeath awaits. So, if Death is inAleppo, then if youwere to go toDamascus,Deathwould still
be inAleppo.And, ifDeath is inDamascus, then if youwere to go toAleppo,Deathwould still be in
Damascus. More generally,𝑤𝑜𝑢𝑙𝑑𝐴 and𝑤𝑜𝑢𝑙𝑑𝐷 are as shown in figure 7. Then, the instrumental
value of going to Aleppowill depend uponwhether Death awaits in Aleppo or Damascus. If Death
is in Aleppo, then going to Aleppo would kill you. Whereas, if Death is in Damascus, then going
to Aleppo would save your life.

𝑤𝑜𝑢𝑙𝑑𝐴 ⋅ = [𝐴(𝑤𝛼𝐴),𝐴(𝑤𝛼𝐷),𝐴(𝑤𝛿𝐴),𝐴(𝑤𝛿𝐷)]
′ = [0, 0, 1, 1]′

Likewise, the instrumental value of going to Damascus will depend upon where Death awaits.
If Death is in Aleppo, then going to Damascus would save your life. Whereas, if Death is in
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GALLOW 15

Damascus, then going to Damascus would kill you.

𝑤𝑜𝑢𝑙𝑑𝐷 ⋅ = [𝐷(𝑤𝛼𝐴),𝐷(𝑤𝛼𝐷),𝐷(𝑤𝛿𝐴),𝐷(𝑤𝛿𝐷)]
′ = [1, 1, 0, 0]′

Death’s predictions are very reliable, so we might as well suppose that they are perfect (it will
simplify themath withoutmaking any substantive difference to our treatment of the case). So you
are certain that you are either at 𝑤𝛼𝐴 or 𝑤𝛿𝐷 . Therefore, your credence that you are at 𝑤𝛼𝐴 is just
your credence that you’ll go to Aleppo, and your credence that you are at𝑤𝛿𝐷 is just your credence
that you’ll go to Damascus. So the utilities of going to Aleppo and Damascus, respectively, are

 (𝐴) = 𝐶(𝐷)

 (𝐷) = 𝐶(𝐴)

As your credence that you will go to Aleppo rises, so too does the utility of going to Damascus.
And as your credence that youwill go to Damascus rises, so too does the utility of going to Aleppo.
If you are more than 50% confident that you’ll go to Aleppo, then CDT says that going to Aleppo
is irrational and you must instead go to Damascus. On the other hand, if you are more than 50%
confident that you’ll go to Damascus, then CDT says that going to Damascus is irrational, and you
should instead go to Aleppo. Just to have a name for this kind of phenomenon, we can say that,
in death in damascus, CDT forbids your prediction.
For another kind of prediction-sensitivity, consider cake in damascus.

cake in damascus Youmust choose whether to go to Aleppo or Damascus. And you know
that your fairy godmother has left cake for you in one of these cities. Your fairy godmother
does not watch over you, so your decision about where to go does not affect where the
cake awaits. But she has made a prediction about which city you will choose, and she left
the cake in the predicted city. You take your fairy godmother’s predictions to be incredibly
reliable.

CDT’s advice in cake in damascus again depends upon how likely you are to go to Aleppo
or Damascus. The decision is just like death in damascus, except that you want your choice
to match the prediction. If we now use ‘𝛼’ and ‘𝛿’ for your fairy godmother leaving you cake
in Aleppo and Damascus, respectively, then 𝑤𝑜𝑢𝑙𝑑𝐴 and 𝑤𝑜𝑢𝑙𝑑𝐷 are still as they are shown in
figure 7. If we then suppose that = [(𝑤𝛼𝐴),(𝑤𝛼𝐷),(𝑤𝛿𝐴),(𝑤𝛿𝐷)]

′ = [1, 0, 0, 1]′, while 𝐶
is still [𝐶(𝐴), 0, 0, 𝐶(𝐷)], then

 (𝐴) = 𝐶(𝐴)

 (𝐷) = 𝐶(𝐷)

So, as your credence that you will go to Aleppo rises, so too does the utility of going to Aleppo.
And as your credence that you will go to Damascus rises, so too does the utility of going to Dam-
ascus. According to CDT, whichever choice you think you’re most likely to make is rational, and
whichever you think you’re least likely to make is irrational. Just to have a name for this kind of
phenomenon, say that, in cake in damascus, CDT demands your prediction.
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16 GALLOW

I think that both of these kinds of prediction-sensitivity are a problem. In my view, rational
permission is not the kind of thing which is retracted simply because the permission is exercised.
Likewise, rational prohibition is not the kind of thing which is retracted simply because the pro-
hibition is violated. Elsewhere, I’ve explored revisions to CDT which deal with cases like these
in a prediction-insensitive way.17 Nonetheless, I think that there is something deeply right about
the way that CDT treats these cases. What’s deeply right about CDT’s treatment of cake in dam-
ascus is that, no matter which city you end up selecting, you should believe that your choice of
destination has more instrumental value than the alternative. After all, if you find yourself going
to Aleppo (for instance), you should think that your choice is taking you to the cake, and that the
alternative would lead you away from cake. And surely a choice which leads you towards your
desired ends has more instrumental value than a choice which leads you away from those desired
ends. Likewise, what is deeply right about CDT’s treatment of death in damascus is that, no
matter which city you find yourself travelling towards, you should believe that the alternative
has more instrumental value than your choice. After all, if you find yourself going to Aleppo (for
instance), you should think that your choice is killing you, and that the alternative would save
your life. Surely a choice which saves your life has more instrumental value than a choice which
kills you!
So, in my view, these decisions teach us an important lesson. This is the dual of Lesson #1.

Lesson #1 taught us that, if whether 𝜙 is not under your control, but what to think about 𝜙 is
under your control, then you may be subject to an agential illusion of control, and your knee-
jerk intuitions about rational choice may be led astray. In decisions like death in damascus
and cake in damascus, the reverse is true: your rational credence that you’ll get cake or death,
respectively, is not under your control. No matter what you predict about what you’ll do, you will
be certain that cake or death awaits. However,whether you get cake or death is under your control.
Suppose you actually go to Aleppo and are greeted with cake or death. Then, it was in your power
to go to Damascus instead. And, had you gone to Damascus, you wouldn’t have found cake or
death. In these kinds of decisions, causalists should recognise that a lack of control over your
rational credence that 𝜙 can lead to the fatalistic illusion that you have no control over whether 𝜙.
And in cases like these, too, we should be wary of our knee-jerk intuitions about rational choice.
The fatalistic illusion can vanish when you think about things from a better-informed, third-

personal perspective. Imagine that your friend, rather than you, is deciding whether to go to
Aleppo or Damascus. And imagine that, while your friend does not know where Death is, you
do. As you watch your friend deliberate about where to go, it will appear that there ismuch more
instrumental value in the choice which leads them away from death—even though you know that
they won’t make this choice. From this point-of-view, there’s no inclination towards the fatalistic
verdict “just pick whichever city—it doesn’t matter”.

Lesson #3When you have no control over your rational credence that 𝜙, but you know for
sure that you do have control over whether 𝜙, your intuitive judgements about instrumen-
tal value can lead you astray by conflating a lack of control over your epistemic state with
a lack of control over the world. In these cases, you should consider what instrumental
value a choice has when viewed from each of the possible better-informed, third-personal
perspectives.

With this lesson appreciated, consider

17 See Gallow (2020), Gallow (2021), and Gallow (ms). See also Barnett (2022) and Podgorski (2022) for similar ideas.

 14680068, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/nous.12443 by A

ustralian C
atholic U

niversity L
ibrary - E

lectronic R
esources, W

iley O
nline L

ibrary on [08/12/2022]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



GALLOW 17

F IGURE 8 In figure 8a, the matrix 𝑤𝑜𝑢𝑙𝑑𝐵(row)(column), which describes what would happen at each
world, were you to flip the black coin. In figure 8b, the matrix 𝑤𝑜𝑢𝑙𝑑𝑊(row)(column), which describes what
would happen at each world, were you to flip the white coin.

choosing the chances There are two coins in front of you: a black one and a white one.
Youmust choosewhich coin to flip. The black coin has a 2/3rds bias towards heads, and the
white coin has a 2/3rds bias towards tails. If you flip the black coin, then you are betting on
the outcome of the flip. If the black coin lands heads, then you will get $90; whereas, if the
black coin lands tails, you will lose $90. Before you make your choice, the oracle informs
you that the coin you flip will land on tails.

You will either flip the black coin, 𝐵, or the white one, 𝑊, and the flip will either land heads,
𝐻, or tails, 𝑇. So there are four relevant possibilities, 𝑤𝐻𝐵,𝑤𝐻𝑊,𝑤𝑇𝐵, and 𝑤𝑇𝑊 , with the natural
interpretation. I’m going to take Strong Centering for granted,18 so I’m going to suppose that the
imaging functions𝑤𝑜𝑢𝑙𝑑𝐵 and𝑤𝑜𝑢𝑙𝑑𝑊 are as shown in figure 8. I’ll suppose that your desires are
linear in dollars, so that  = [(𝑤𝐻𝐵), (𝑤𝐻𝑊), (𝑤𝑇𝐵), (𝑤𝑇𝑊)]

′
= [90, 0, −90, 0]′. Then, the

instrumental value of flipping the black coin will be $90, if you flip black and it lands heads, -$90
if you flip black and it lands tails, and $30 if you flip white. On the other hand, since flipping the
white coin doesn’t commit you to any bet, the instrumental value of flipping white is a constant
$0.

𝑤𝑜𝑢𝑙𝑑𝐵 ⋅ = [90, 30, −90, 30]′

𝑤𝑜𝑢𝑙𝑑𝑊 ⋅ = [0, 0, 0, 0]′

Your foreknowledge tells you that the coin lands tails, so your credence that you’re at world 𝑤𝑇𝐵
is just your credence that you flip the black coin. And your credence that you’re at 𝑤𝑇𝑊 is just
your credence that you flip the white coin. Therefore, the utility of flipping black is $30 minus
$120 times your credence that you’ll take black.

 (𝐵) = 30 − 120 ⋅ 𝐶(𝐵)

And the utility of flipping white is just a guaranteed $0, (𝑊) = 0.
This means that, if your credence that you’ll choose black is anywhere above 25%, then black

will have a lower utility than white. That is: so long as you’re more than 1/4th sure that you’ll
flip the black coin, you’ll expect black to have a lower instrumental value than white, and CDT
will advise you to flip white. However, if your credence that you will flip black drops below 25%,

18 As the reader may verify for themselves, if we don’t impose Strong Centering, then CDT will require you to flip the
black coin, and this requirement won’t be prediction-sensitive.
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18 GALLOW

then the utility of flipping black will rise above the utility of flipping white, and CDT will change
its mind, advising you to flip black instead. So, in choosing the chances, CDT’s advice is
prediction-sensitive, and it forbids your prediction.
There is a persistent inclination to be fatalistic about this decision and insist: Of course you

shouldn’t take the bet—the coin’s going to land tails no matter what you do! If we’ve learnt Les-
son #3, we must guard ourselves against this inclination. For, even though this is a decision in
which you know that the coin will land tails, it is not a decision in which you know that the coin
will land tails no matter what you do. While your rational credence that the coin lands tails is not
under your control, whether the coin lands tails is under your control. Lesson #3 teaches us that
our knee-jerk judgements of instrumental value can be led astray in precisely these kinds of deci-
sions. So let us consider the matter from each of the better informed, third-personal perspectives,
imagining that it is your friend making this decision, and not you. There are two better informed
perspectives to consider, depending upon whether your friend flips the white or the black
coin.
Suppose first that they flip the black coin. Then, the oracle’s prophesy was about the black

coin, so the black coin lands tails, and your friend’s choice cost them $90. Losing $90 is a bad
outcome. There’s more instrumental value in a guaranteed $0 than there is in a $90 loss. So, in
this possibility, your friend has chosen the option with the least instrumental value. Suppose, on
the other hand, that your friend flips the white coin. Then, the oracle’s prophesy was about the
white coin, and not the black. That is, the reason why the oracle told your friend that the coin
landed tails is that the white coin lands tails—the coin which is, after all, biased towards tails.
So, if your friend flips the white coin, then the oracle’s prophesy told them nothing at all about
how the black coin would have landed, were they to flip it. And, were they to have flipped black
instead, they would have had a 2/3rds chance of getting $90, and a 1/3rd chance of losing $90. On
average, flipping the black coin with these odds would get them $30. That’s a good bet. So your
friend has turned down a good bet with an instrumental value of $30 in exchange for a guaran-
teed $0. So, in this possibility too, your friend has chosen the option with the least instrumental
value.
These are not the only possibilities, of course. The oracle could be wrong. However, these are

the only two possibilities that your friend is taking seriously in their deliberation; they are the only
possibilities which your friend’s foreknowledge doesn’t rule out. And in both of them, their choice
has a lower instrumental value than the alternative. That is, in both of them, they choose theworst
option. CDT is absolutely right about this, whether or not it’s right to forbid your prediction.
In other decisions with foreknowledge, CDT will demand your prediction. Consider:19

pauper’s problem You are a pauper. Tomorrow, the prince will send you into battle. You
do not have any armour, but you could spend your life’s savings to purchase some. The
chance of surviving battle without armour is 10%. The chance of surviving with armour is
90%. Before you decide whether to purchase the armour, the oracle informs you that you
will survive.

19 This decision (or a close variant of it) is discussed in Lewis (1986), Rabinowicz (2009), Price (2012), and Stern (2021).
Bales (2016) argues that the case does not pose a problem for CDT by showing that different specifications of the imaging
functions can secure whatever verdict you like. The two versions of CDT which Bales introduces to get the decisive ‘buy
the armour’ and the decisive ‘don’t buy the armour’ verdicts use imaging functions which either don’t satisfy Causal
Independence or Strong Centering. So those theories will give bad verdicts in either foreknown loss or choosing
the chances.
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GALLOW 19

F IGURE 9 In figure 9a, the matrix 𝑤𝑜𝑢𝑙𝑑𝐵(row)(column), which describes what would happen at each
world, were you to buy the armour. In figure 9b, the matrix 𝑤𝑜𝑢𝑙𝑑𝑁(row)(column), which describes what would
happen at each world, were you to not buy the armour.

In this decision, either you will survive, 𝑆, or you will die, 𝐷. And either you will buy the armour,
𝐵, or you will not, 𝑁. So there are four relevant possibilities: 𝑤𝑆𝐵, 𝑤𝑆𝑁,𝑤𝐷𝐵, and 𝑤𝐷𝑁 , with the
natural interpretation. I’ll suppose that your desire to survive is ten times stronger than your desire
to not lose your life savings, so that the desirability of losing your life, but not your life savings,
can be represented with 1, the desirability of losing your life savings but nor your life can be rep-
resented with 10, and likewise,  = [(𝑤𝑆𝐵), (𝑤𝑆𝑁), (𝑤𝐷𝐵), (𝑤𝐷𝑁)]

′
= [10, 11, 0, 1]′. I will

assume that would𝐵 and would𝑁 both satisfy Strong Centering, and therefore are as shown in
figure 9.
Finally, because the oracle has informed you that you will survive, your credence that you are

in 𝑤𝑆𝐵 is just your credence that you’ll buy the armour, and your credence that you are in 𝑤𝑆𝑁 is
just your credence that you will not. It then follows that

 (𝐵) = 9 + 𝐶(𝐵)

 (𝑁) = 11 − 9 ⋅ 𝐶(𝐵)

If your credence that you will buy the armour is greater than 1/5th, then the utility of buying
will exceed the utility of refraining. And, if your credence that you will buy the armour is less
than 1/5th, then the utility of not buying will exceed the utility of buying. So, in this case, CDT
demands your prediction.
I won’t defend demanding your prediction. But I do think that we should accept everything

CDT has to say about instrumental value in pauper’s problem. In this decision, too, there is
an inclination to be fatalistic: You shouldn’t buy the armour—you’re going to survive no matter
whether you buy it or not! Again, Lesson #3 warns us to resist this fatalistic impulse. While you
have no control over your rational credence that you survive, you do have control over whether
you survive. Let us consider the matter from each of the possible better informed, third-personal
perspectives, and imagine that it is your friend making this decision, and not you. Again, there
are two better informed perspectives to consider, depending upon whether your friend ends up
buying the armour or not.
Suppose first that they refrain from buying the armour. Then, so long as the oracle’s prophesy

is accurate, they do survive, even without the armour, and their choice has kept them from losing
their life savings. In this possibility, purchasing the armour would have accomplished nothing
other than leaving them penniless and exposing them to a 10% risk of losing their life. Sparing
your life savings is more instrumentally valuable than wasting it on armour that you don’t need,
and which exposes you to a 10% chance of death. So, in this possibility, your friend has chosen
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20 GALLOW

the option with the most instrumental value. On the other hand, suppose your friend buys the
armour. In this possibility, they survive (per the oracle’s prophesy), and moreover, the decision
to purchase the armour very likely saved their life. Had they not purchased the armour, they
would have exposed themselves to a 90% chance of death. Since they value their life 10 times
more than their life savings, keeping their life savings is not worth a 90% chance of death. So, in
this possibility, too, your friend has chosen the option with the most instrumental value.
These are not the only possibilities. The oracle’s prophesy could be false. But these are the only

possibilities which your friend takes seriously in their deliberation. They are the only possibilities
which you friend’s foreknowledge doesn’t rule out. And in both of them, they choose the option
with the highest instrumental value. CDT is right about this, whether or not it’s right to demand
your prediction.

7 FOREKNOWN IRRATIONALITY

I have an important meeting, but I don’t want to get out of bed. The meeting is more important
to me than sleeping in, so sleeping in is irrational. Even so, I know that I’m going to sleep in.
I reassure myself with the following: “The only reason I have to wake up is the meeting. But I
already know that I’m going to miss the meeting (since I know that I’m going to sleep in). So
there’s nothing irrational about sleeping in.” This reasoning is specious. Even though I know that
I’m going to miss the meeting, this knowledge depends upon my knowledge that I’m going to
sleep in. If I were to get out of bed, I wouldn’t know that I’m going to miss the meeting.
Akratic choices like this teach us that you shouldn’t always hold your knowledge fixed when

deliberating about what to do. Sometimes, the things you know depend upon your irrationality.
Were you to be rational, the knowledge would be lost. This knowledge shouldn’t be taken for
granted in deliberation about how to choose.

Lesson #4 Rational deliberation about what to do can sometimes defeat your knowledge.
You shouldn’t take this knowledge for granted when deliberating about what to do.

This lesson applies equally well to foreknowledge. Sometimes, rational deliberation can defeat
your foreknowledge. You may either have a guaranteed $1 or a guaranteed $100. Before you
choose, the oracle arriveswith news from the future: youwill take the $1.What should you do?You
should take the $100. Taking the $100 was the rational choice before hearing the prophesy. The
prophesy doesn’t change your desires or your beliefs about what would result from each choice.
So taking the the $100 is still the rational choice after hearing the prophesy. Of course, if the
prophesy is accurate, you won’t take the $100—but why should this change what it’s rational to
do? Known irrationality is common in akratic decisions. Why should known irrationality be any
more problematic when the irrationality is foreknown?
In cases of akrasia, even if you know that you will choose irrationally, you wouldn’t retain that

knowledge, were you to choose differently. And the same is true when you foreknow your own
irrationality. Suppose you actually take the $1. The oracle speaks from knowledge of your choice,
and you form the belief that you will take the $1 on the basis of her known testimony. Knowledge
is transmitted through testimony, so in these circumstances, you may come to know that you’ll
take the $1. But you would not have retained this knowledge, had you chosen differently. Had
you taken the $100, either the oracle wouldn’t have prophesied that you’d take the $1, or else she
would have falsely prophesied that you’d take the $1. Either way, you would not be in a position to

 14680068, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/nous.12443 by A

ustralian C
atholic U

niversity L
ibrary - E

lectronic R
esources, W

iley O
nline L

ibrary on [08/12/2022]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



GALLOW 21

know that you take the $1 (because you don’t). So, even though you actually know that you will
take the $1, had you taken the $100, you would not have known this.
Suppose you actually take the $1. I say that you chose irrationally. You retort: “What could I have

done? I knew that I was going to take the $1—it was inevitable.” I reply: we should distinguish
between being known and being inevitable. In the case of akrasia, I know that I will miss the
meeting. But this doesn’t mean that missing the meeting is inevitable. To answer your question
‘what could I have done?’: to start, you could have opened deliberation about what to do. At that
point, you could have begun to take seriously the possibility that you take the $100, which is
a possibility in which you don’t know that you’ll take the $1. Since $100 is better than $1, you
could and should have formed an intention to take the $100. As you watched yourself carry this
intention out, you could and should have grown more and more confident that you will succeed
in taking the $100, and so you could and should have grown less and less confident that the oracle
knowingly prophesied that you will take the $1. You could then have taken the $100, being nearly
certain that either the oracle prophesied falsely or that you misremembered her prophesy. Since
you didn’t follow this advice, you were in a position to know that you were going to take the $1.
But you could have followed it; and if you had, you wouldn’t have known that you were going to
take the $1.
In the decisions from the previous sections, your deliberation about what to do did not fur-

nish you with evidence that the oracle’s prophesy was false, misleading, or misremembered. So,
in those decisions, there was no harm in taking the prophesy for granted throughout delibera-
tion. However, in other decisions, we must exercise more caution. For illustration, consider the
following decision, introduced in an unrelated context by Stern (2021):

futuremedical test Smoking causes lung cancer by causing your lungs to blacken. The
effects of smoking on lung cancer are entirelymediated by its effects onwhether your lungs
blacken. Youwould enjoy smoking, but youwould hate to contract lung cancer. Before you
decidewhether to smoke, the oracle tells you about the results of a futuremedical test: your
lungs will blacken.

To fill out the decision,wemay suppose you’re very confident that nothing besides smoking causes
lungs to blacken, so that you are very confident that you smoke, conditional on your lungs black-
ening. Then, the oracle’s prophesy has provided you with foreknowledge which, conjoined with
your other background information, tells you something about how you will choose. It tells you
that you are quite likely to choose to smoke.
If the oracle speaks from knowledge, then you will smoke, blacken your lungs, and thereby,

quite likely, give yourself lung cancer. In my view, this is an irrational choice. If you do this, then
you’ve chosen to expose yourself to a significant chance of death. The fact that this irrational
choice was foretold does nothing to alter that fact. Stern disagrees. He writes: “it seems clear
(at least to this author) that you should go ahead and smoke. After all, you already know that
your lungs will blacken no matter what you do. Why not savor the pleasures of the cigarette?” If
we’ve appreciated Lesson #3, then we should be cautious about this kind of fatalistic reasoning.
If you follow Stern’s advice and smoke, then you do know that your lungs will blacken. But you
emphatically do not know that your lungs will blacken nomatter what you do. Let us consider the
matter from a better informed, third-personal perspective. Suppose that your friend is deciding
whether to smoke. The oracle tells them that their lungs will blacken, they decide to smoke, their
lungs blacken, and they die of lung cancer. From your point of view, it appears clear that your
friend’s choice killed them. Had they not smoked, they would have lived. Your friend had control
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22 GALLOW

over whether or not to die of lung cancer, and they chose to die. I’m strongly inclined to say that a
choicewhich kills you has less instrumental value than a choicewouldwould have saved your life.
Given that there are no other likely causes of black lung, learning that you have refrained from

smoking gives you evidence that the oracle’s prophesy is false, misleading, ormisremembered. So,
in this decision, you shouldn’t take the oracle’s prophesy for granted in your deliberation about
whether to smoke.
Parenthetically, while I am interested in how to choose in caseswhere your foreknowledge gives

you information about what choice you will make, Stern is not. He uses this decision simply to
illustrate Hitchcock’s theory (recall §4), which Stern takes to give the right advice—namely, that
you should smoke. He also does not discuss what other potential causes of your lungs blackening
there might be. So, in explicitly stipulating that you’re confident that nothing besides smoking
causes your lungs to blacken, I’m building in a bit more to the case than he does. But this feature
of the case is irrelevant to the advice of his decision theory. It will tell you to smoke whether or not
there are other potential causes of black lung. Stern considers another version of this decision, in
which there is another potential cause of black lung: a rare genetic condition which causes black
lung, whether or not you smoke. In that version of the decision, given that you find yourself not
smoking, you should think it most likely that you have the genetic condition, and that smoking
wouldn’t do any harm. On the other hand, given that you find yourself smoking, you should think
it’s most likely that you don’t have the genetic condition, and your choice to smoke is likely killing
you. This decision is one in which CDT forbids your prediction. My advice is to heed Lesson #3
and guard against the fatalistic reasoning which conflates a lack of control over your rational
credence that your lungs blacken with a lack of control over whether your lungs blacken.
Stern disagrees, and provides a decision theory which advises you to smoke in both of these

decisions. To appreciate Stern’s proposal, let’s use ‘𝐶0’ for your ur-prior credence function, and
suppose that your total evidence consists of the ordinary evidence 𝐸 and the foreknowledge 𝐹.
Then, as we saw in §4, CDT evaluates acts for choiceworthiness with

 (𝐴) = (𝐶0 |𝐸𝐹) ⋅ 𝑤𝑜𝑢𝑙𝑑𝐴 ⋅
That is: CDT tells you to take all of your evidence into account by updating your ur-prior credences
on it, and then use the resulting probability function, 𝐶0 |𝐸𝐹, to take an expectation of how desir-
able things would be, were you to choose A. Stern thinks that, instead, you should evaluate acts
for choiceworthiness with

(𝐴) =𝑑𝑓 (𝐶0 |𝐸) ⋅ 𝑤𝑜𝑢𝑙𝑑𝐴𝐹 ⋅
That is: Stern tells you to take your ordinary evidence into account by updating your ur-prior cre-
dences on it. Then, you should use the resulting probability function,𝐶0 |𝐸, to take an expectation
of how desirable things would be, were you to chooseAwhile your foreknowledge is held fixed. For
instance, when you think about what would happen, were you to not smoke, Stern tells you to
hold fixed that your lungs blacken. (For the interested reader, I have more to say about this theory
in the appendix.)
This theory rejects Lesson #4, since it requires you to take your foreknowledge for granted

when deliberating about what to do—even when deliberation could defeat that foreknowledge.
Suppose you’re deciding between a guaranteed $1 and a guaranteed $100. And suppose the oracle
informs you that you will take the $100. In this decision, I am inclined to say that it is irrational
to take the $1. But Stern has a hard time agreeing. The reason is that, even though the -value of
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GALLOW 23

taking the $100 is well-defined, it’s unclear how we should define the -value of taking the $1. By
stipulation, you have only two available options: taking the $1 and leaving the $100 behind—call
that option ‘𝑂’, for one—and taking the $100 and leaving the $1 behind—call that option ‘𝐻’, for
hundred. Choosing both𝑂 and𝐻 is impossible. If you leave the $100 behind, then you cannot take
it, too. In this decision, you have foreknowledge that you take the hundred, 𝐻. So the -value of
taking the $1 is:

(𝑂) = 𝐶0 ⋅ 𝑤𝑜𝑢𝑙𝑑𝑂𝐻 ⋅

The issue is that it’s unclear how we should think about 𝑤𝑜𝑢𝑙𝑑𝑂𝐻 . That is, it’s unclear how we
should think about what would happen, were you to—per impossibile—take only the $1 and take
only the $100. And if we can’t assign an -value to taking the $1, then we won’t be able to say that
it’s rational to take the $100, nor that it’s irrational to take the $1.
One suggestion which looks natural in Stern’s favoured formalism is that you should make

nested counterfactual suppositions. For instance, perhaps you should first imagine a possibility
which is just like the actual world, except that your foreknowledge does not depend upon its
causal past, and then imagine a possibility which is just like that world, except that you choose A
in a way which doesn’t depend upon your causal past.20
What this theory tells us depends upon how widely we construe ‘foreknowledge’. One thing

you know for sure is that you will be $100 richer in ten minutes iff you choose the $100. So, when
the oracle provides you with the foreknowledge that you will take the $100, you are in a position
to know that you’ll be $100 richer in ten minutes. If this information counts as foreknowledge
which is to be held fixed, then the -value of taking the $1 will equal the -value of taking the
$100. For, in calculating the -value of taking the $1, we should first counterfactually suppose
that you take the $100 and that you’re $100 richer in ten minutes—and that neither of these facts
depends upon their causal past. And then, we should further counterfactually suppose that you
take the $1. This second supposition undoes some, but not all, of the first one. We’re left with a
possibility in which you take the $1, but still end up $100 richer in ten minutes. And this is just
as desirable as a possibility in which you take the $100 and end up $100 richer in ten minutes.
So, if we construe ‘foreknowledge’ broadly, then Stern’s theory will tell you that it’s rationally
permissible to take a guaranteed $1 over a guaranteed $100. This looks like a bad permission to
give, and the badness of the permission is not mitigated by the fact that you don’t act on it.
We could try to construe ‘foreknowledge’ more narrowly, so that your foreknowledge only

includes the information which the oracle explicitly provides, and not the information which
you can readily deduce from her prophesy. Then, the theory would say—correctly, I think—that
it is irrational to take the $1. For if foreknowledge is narrow, we should calculate the -value of
taking the $1 by first counterfactually supposing that you take the $100, and then counterfactu-
ally supposing that you take the $1. The second supposition undoes the first, and we say that the
-value of taking the $1 is $1. Similarly, we should calculate the -value of taking the $100 by first
counterfactually supposing that you take the $100 and next supposing that you take the $100. The
second supposition adds nothing to the first, and we say that the -value of taking the $100 is
$100.
But consider the following variant of our decision. You are given a choice between $1 and $100.

Before you make your choice, the oracle tells you that, in ten minutes, you’ll be $100 richer. Now,

20 In the formalism of causal Bayes nets, the suggestion is that we first intervene so as to bring about your foreknowledge,
and then intervene so as to bring it about that you choose A.
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24 GALLOW

to calculate the -value of taking the $1, we first counterfactually suppose that you are $100 richer
in ten minutes (and that this fact does not depend upon its causal past) and then counterfactually
suppose that you take the $1. This second supposition does not undo the first, so we say that, in
this variant of the decision, the -value of taking $1 is the same as the -value of taking $100. So,
again, the theory will give you permission to take the $1.
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APPENDIX: CAUSAL DECISION THEORY AND CAUSAL BAYES NETS
In this appendix, I’ll explain how the formalism from §3 relates to decision theories formulated
in terms of causal Bayes nets, in §A.1. In §A.2, I’ll say how I think we should define the imaging
function in terms of a causal Bayes net. And in §A.3 I’ll discuss the relationship between evi-
dentialism, causalism, and the form of ‘interventionism’ advocated by Meek & Glymour (1994),
Hitchcock (2016), and Stern (2021).

A.1 Intervening and imaging
A causal Bayes net is a pair, ⟨𝔾,ℙ⟩, of a directed graph, 𝔾, and a probability function, ℙ,
which satisfies the Markov condition relative to 𝔾. The graph gives a collection of variables,
𝕍 = {𝑉1, 𝑉2, … , 𝑉𝑁}, and a collection of directed edges between those variables. In this frame-
work, a world is a total assignment of values to variables. To simplify notation, I’ll use ‘𝑉𝑤 ’ for the
value which 𝑉 is assigned by the world 𝑤. When it appears inside a probability function, I’ll use
‘𝑉𝑤’ for the proposition that the variable 𝑉 takes on the value it is assigned by𝑤. If ℙ satisfies the
Markov condition relative to 𝔾, then, for every world 𝑤,

ℙ(𝑤) =
∏
𝑉∈

ℙ(𝑉𝑤 ∣ 𝐏𝐀(𝑉)𝑤)

where ‘𝐏𝐀(𝑉)’ are𝑉’s ‘parents’ in the graphs. It is the collection of variables,𝑃, such that a directed
edge 𝑃 → 𝑉 is included in the graph.
I’ll suppose that your act is represented in the Bayes net by a variable which I’ll call ‘𝐴’, for act.

Each available act corresponds to a different value of this variable. We can define a ‘manipulated’
or ‘intervened-upon’ probability distributionℙ𝐴=𝑎 by simply replacing the conditional probability
ℙ(𝐴𝑤 ∣ 𝐏𝐀(𝐴)𝑤) in the product above with 1, if 𝐴𝑤 = 𝑎, and 0, if 𝐴𝑤 ≠ 𝑎.21

21 For more, see Hitchcock 2018, §3.
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26 GALLOW

In this framework, Meek & Glymour (1994) interpret causal decision theorists as saying that
you should choose a value of 𝐴 which maximises the quantity

 (𝐴 = 𝑎) =𝑑𝑓
∑
𝑤

ℙ𝐴=𝑎(𝑤) ⋅(𝑤) = ℙ𝐴=𝑎 ⋅ (A.1)

(On the right, I’m using ‘ℙ𝐴=𝑎’ for a row vector giving the ‘post-intervention’ probability
distribution over worlds, and ‘’ as a column vector giving the desirability of each world.)
Given my terminology, this counts as a version of causal decision theory, because there is an

‘imaging’ function, 𝑤𝑜𝑢𝑙𝑑𝐴=𝑎, such that 𝑤𝑜𝑢𝑙𝑑𝐴=𝑎(𝑤)(𝑤∗) captures 𝐴 = 𝑎’s causal tendency to
bring about 𝑤∗ at the world 𝑤, and such that ℙ𝐴=𝑎 corresponds to ‘imaging’ on 𝐴 = 𝑎,

ℙ𝐴=𝑎 = ℙ ⋅ 𝑤𝑜𝑢𝑙𝑑𝐴=𝑎

(Here, I’m using ‘ℙ’ as a row vector for the ‘unmanipulated’ probability distribution over
worlds, and ‘𝑤𝑜𝑢𝑙𝑑𝐴=𝑎’ is a square matrix whose entry in row row and column col is
𝑤𝑜𝑢𝑙𝑑𝐴=𝑎(𝑤row)(𝑤col).) I’ll explain how to define𝑤𝑜𝑢𝑙𝑑𝐴=𝑎 so that this identity holds, and prove
that it does, in this note.22

22 Let ‘𝐍𝐃(𝐴)’ be the non-descendants of 𝐴. Let ‘𝐃𝐄(𝐴)’ be the descendants of 𝐴 (excluding 𝐴 itself). And let 𝟏𝑣(𝑤) be
the ‘indicator’ function for 𝑉 = 𝑣, which is 1 if 𝑉𝑤 = 𝑣 and is 0 if 𝑉𝑤 ≠ 𝑣. Then, we may define 𝑤𝑜𝑢𝑙𝑑𝐴=𝑎(𝑤)(𝑤∗) to be
the product

𝟏𝑎(𝑤
∗) ⋅

∏
𝑁∈𝐍𝐃(𝐴)

𝟏𝑁𝑤 (𝑤
∗) ⋅

∏
𝐷∈𝐃𝐄(𝐴)

ℙ(𝐷𝑤∗ ∣ 𝐏𝐀(𝐷)𝑤∗ )

This tells us that 𝐴 = 𝑎 has no causal tendency to change the values of variables which aren’t causally downstream of 𝐴,
and that its causal tendency to change the values of the variables causally downstream of it is given by the conditional
probabilities from the Bayes net.Then, note that

(ℙ ⋅ 𝑤𝑜𝑢𝑙𝑑𝐴=𝑎)(𝑤
∗) =

∑
𝑤

ℙ(𝑤) ⋅ 𝑤𝑜𝑢𝑙𝑑𝐴=𝑎(𝑤)(𝑤
∗)

If 𝐴𝑤∗ ≠ 𝑎, then 𝑤𝑜𝑢𝑙𝑑𝐴=𝑎(𝑤)(𝑤∗) will be zero for every choice of 𝑤. So assume that 𝐴𝑤∗ = 𝑎. And write that 𝑤 ∼ 𝑤∗

iff the variables in 𝐍𝐃(𝐴) take on the same values in 𝑤 as they do in 𝑤∗. Then, since 𝑤𝑜𝑢𝑙𝑑𝐴=𝑎(𝑤)(𝑤∗) is zero for every
choice of 𝑤 such that 𝑤 ≁ 𝑤∗,

(ℙ ⋅ 𝑤𝑜𝑢𝑙𝑑𝐴=𝑎)(𝑤
∗) =

∑
𝑤 ∶𝑤∼𝑤∗

ℙ(𝑤) ⋅ 𝑤𝑜𝑢𝑙𝑑𝐴=𝑎(𝑤)(𝑤
∗)

=
∑

𝑤 ∶𝑤∼𝑤∗

ℙ(𝑤) ⋅
∏

𝐷∈𝐃𝐄(𝐴)

ℙ(𝐷𝑤∗ ∣ 𝐏𝐀(𝐷)𝑤∗ )

=

( ∏
𝐷∈𝐃𝐄(𝐴)

ℙ(𝐷𝑤∗ ∣ 𝐏𝐀(𝐷)𝑤∗ )

)
⋅

( ∑
𝑤 ∶𝑤∼𝑤∗

ℙ(𝑤)

)

Summing up the probability given to every world in which the non-descendants of 𝐴 take on the same values as they do
in 𝑤∗ is the same as taking the product of the terms ℙ(𝑁𝑤∗ ∣ 𝐏𝐀(𝑁)𝑤∗ ), for each 𝑁 ∈ 𝐍𝐃(𝐴).∑

𝑤 ∶𝑤∼𝑤∗

ℙ(𝑤) =
∏

𝑁∈𝐍𝐃(𝐴)

ℙ(𝑁𝑤∗ ∣ 𝐏𝐀(𝑁)𝑤∗ )

So, whenever 𝐴𝑤∗ = 𝑎,

(ℙ ⋅ 𝑤𝑜𝑢𝑙𝑑𝐴=𝑎)(𝑤
∗) =

( ∏
𝐷∈𝐃𝐄(𝐴)

ℙ(𝐷𝑤∗ ∣ 𝐏𝐀(𝐷)𝑤∗ )

)
⋅

( ∏
𝑁∈𝐍𝐃(𝐴)

ℙ(𝑁𝑤∗ ∣ 𝐏𝐀(𝑁)𝑤∗ )

)

And when𝐴𝑤∗ ≠ 𝑎, (ℙ ⋅ 𝑤𝑜𝑢𝑙𝑑𝐴=𝑎)(𝑤∗) = 0. And this is the same probability distribution over worlds given byℙ𝐴=𝑎 . So,
in general, ℙ ⋅ 𝑤𝑜𝑢𝑙𝑑𝐴=𝑎 = ℙ𝐴=𝑎 .
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GALLOW 27

This equivalence is what allowed me, in the main text, to represent the theories of Hitchcock
(2016) and Stern (2021) with an ‘imaging’ function𝑤𝑜𝑢𝑙𝑑𝐴. With the causal Bayes net formalism,
I could more faithfully present those theories by saying that, in the relevant decisions, Hitchcock
and Stern advise you to maximise the quantities and  , respectively, as defined below.

(𝐴 = 𝑎) =𝑑𝑓
∑
𝑤

ℙ𝐴=𝑎(𝑤 ∣ 𝐸𝐹) ⋅(𝑤)

(𝐴 = 𝑎) =𝑑𝑓
∑
𝑤

ℙ𝐴=𝑎,𝐹(𝑤 ∣ 𝐸) ⋅(𝑤)

(Here, I’ve used ‘𝐸’ for your ordinary evidence and ‘𝐹’ for your foreknowledge.) Given the defi-
nition of ‘𝑤𝑜𝑢𝑙𝑑𝐴=𝑎’ I specified above, these are equivalent to the definitions from the main text,
namely:

(𝐴 = 𝑎) =𝑑𝑓 ((ℙ ⋅ 𝑤𝑜𝑢𝑙𝑑𝐴=𝑎) ∣ 𝐸𝐹) ⋅

(𝐴 = 𝑎) =𝑑𝑓 ((ℙ ⋅ 𝑤𝑜𝑢𝑙𝑑𝐴=𝑎,𝐹) ∣ 𝐸) ⋅

I’ll suppose that, in the absence of evidence, your credences should correspond to the objective
probabilities represented in the Bayes net. And if you have evidence about the values of variables,
𝐸, you should condition on this evidence, so that your credence distribution over worlds will be
given by 𝐶 = ℙ |𝐸. If 𝐸 doesn’t concern the values of variables ‘downstream’ of 𝐴, then imaging
and conditioning will commute, so that (ℙ |𝐸) ⋅ 𝑤𝑜𝑢𝑙𝑑𝐴=𝑎 = (ℙ ⋅ 𝑤𝑜𝑢𝑙𝑑𝐴=𝑎) |𝐸. Thus, as long
as you lack any evidence about the values of variables ‘downstream’ of 𝐴, both (𝐴 = 𝑎) and
(𝐴 = 𝑎) reduce to

𝐶 ⋅ 𝑤𝑜𝑢𝑙𝑑𝐴=𝑎 ⋅

which is why I say in themain text that Hitchcock and Stern agree with (what I am calling) causal
decision theory in cases where you lack foreknowledge.23 As sticker from §4 illustrates, when
you have foreknowledge, ‘imaging’ and ‘conditioning’ need not commute, which is why I say that
Hitchcock and Stern disagree with (what I am calling) causal decision theory in cases where you
have foreknowledge.

A.2 A better imaging function
The definition of the ‘imaging’ function 𝑤𝑜𝑢𝑙𝑑𝐴=𝑎 which yields the equivalence

ℙ ⋅ 𝑤𝑜𝑢𝑙𝑑𝐴=𝑎 = ℙ𝐴=𝑎

is not strongly centered. In my view, decisions like choosing the chances from §6 show us
that 𝑤𝑜𝑢𝑙𝑑𝐴=𝑎 should be strongly centered. This can be achieved by saying that, if 𝐴𝑤 = 𝑎, then

23 To appreciate that imaging and conditioning commute when 𝐸 isn’t about any variables ‘downstream’ of 𝐴,
note that, if 𝐸 ∉ 𝐃𝐄(𝐴), it follows from the Markov condition that ℙ𝐴=𝑎(𝐸) = ℙ(𝐸). Then, for any world 𝑤

which makes 𝐸 true, ℙ𝐴=𝑎(𝑤 ∣ 𝐸) = ℙ𝐴=𝑎(𝑤)∕ℙ𝐴=𝑎(𝐸) = ℙ𝐴=𝑎(𝑤)∕ℙ(𝐸). And ((ℙ |𝐸) ⋅ 𝑤𝑜𝑢𝑙𝑑𝐴=𝑎)(𝑤) = ∑
𝑤∗
ℙ(𝑤∗ ∣

𝐸) ⋅ 𝑤𝑜𝑢𝑙𝑑𝐴=𝑎(𝑤
∗)(𝑤) = (

∑
𝑤∗∈𝐸

ℙ(𝑤∗) ⋅ 𝑤𝑜𝑢𝑙𝑑𝐴=𝑎(𝑤
∗)(𝑤))∕ℙ(𝐸). So, if ℙ𝐴=𝑎(𝑤) =

∑
𝑤∗∈𝐸

ℙ(𝑤∗) ⋅ 𝑤𝑜𝑢𝑙𝑑𝐴=𝑎(𝑤
∗)(𝑤),

then imaging and conditioning commute. But, when𝐸 ∉ 𝐃𝐄(𝐴), if𝑤makes𝐸 true, then𝑤𝑜𝑢𝑙𝑑𝐴=𝑎(𝑤)(𝑤∗) = 0whenever
𝑤∗ doesn’t make 𝐸 true. So ℙ𝐴=𝑎(𝑤) =

∑
𝑤∗
ℙ(𝑤∗) ⋅ 𝑤𝑜𝑢𝑙𝑑𝐴=𝑎(𝑤

∗)(𝑤) =
∑
𝑤∗∈𝐸

ℙ(𝑤∗) ⋅ 𝑤𝑜𝑢𝑙𝑑𝐴=𝑎(𝑤
∗)(𝑤).□
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28 GALLOW

𝑤𝑜𝑢𝑙𝑑𝐴=𝑎(𝑤)(𝑤
∗) is 1 if𝑤∗ = 𝑤 and is 0 if𝑤∗ ≠ 𝑤. And, if𝐴𝑤 ≠ 𝑎, then𝑤𝑜𝑢𝑙𝑑𝐴=𝑎(𝑤)(𝑤∗) should

be given by the product

𝟏𝑎(𝑤
∗) ⋅

∏
𝑁∈𝐍𝐃(𝐴)

𝟏𝑁𝑤(𝑤
∗) ⋅

∏
𝐷∈𝐃𝐄(𝐴)

ℙ(𝐷𝑤∗ ∣ 𝐏𝐀(𝐷)𝑤∗)

where 𝟏𝑣(𝑤) is the ‘indicator’ function for 𝑉 = 𝑣 which is 1 if 𝑉𝑤 = 𝑣 and is 0 if 𝑉𝑤 ≠ 𝑣, 𝐍𝐃(𝐴)
are 𝐴’s non-descendants, and 𝐃𝐄(𝐴) are 𝐴’s descendants, excluding itself. (Given this definition
of the imaging function, ℙ ⋅ 𝑤𝑜𝑢𝑙𝑑𝐴=𝑎 will not always be equal to ℙ𝐴=𝑎.)
If we want to characterise utility with an imaging function derived from a causal Bayes net,

then in my view, this is the imaging function we should favour.

A.3 Interventionism, causalism, and evidentialism
Meek & Glymour pair the decision theory encoded in (A.1) with the assumption that you have a
genuinely unpredictable Will, capable of intervening upon and interrupting the world’s default
causal order. Just to have a name, let’s call this view about the Will ‘interventionism’. Hitchcock
(2016) and Stern (2021) are both interventionists, in this sense. (To be clear: I am not an inter-
ventionist. I believe that free choices are causally influenced by, and predictable on the basis of,
the past state of the natural world.) If we are interventionists, then we may understand ℙ𝐴=𝑎 as
the probability function ℙ conditioned on the event of the Will intervening on the world’s default
causal structure to make it so that 𝐴 = 𝑎.24
In section A.1, I showed that, so long as you lack foreknowledge, the ‘intervened upon’ prob-

ability distribution ℙ𝐴=𝑎 is equivalent to an ‘imaged’ probability function ℙ ⋅ 𝑤𝑜𝑢𝑙𝑑𝐴=𝑎, given a
natural definition of 𝑤𝑜𝑢𝑙𝑑𝐴=𝑎 which captures 𝐴 = 𝑎’s causal tendency to bring about various
worlds. In part for this reason, Meek & Glymour (1994) teach that the debate between evidential
and causal decision theorists “does not turn on any difference in normative principles, but on
a substantive difference about the causal processes at work in the context of decision making”
(p. 1009). Hitchcock and Stern broadly agree with this characterisation. For instance, Hitchcock
(2016) writes: “We start with vague questions: What should I do? Which action is rational? The
causal decision theorist, according to Meek and Glymour, aims to replace these with a precise
question: If I were to intervene to set the value of the action variable, 𝐴, which value of the vari-
able would have the highest expected payoff?. . . I think genuine philosophical progress has been
made by making it clear what question the causal decision theorist correctly answers” (pp. 1163–
64). And Stern (2018) writes: “I am in agreement with [Meek & Glymour’s] key insight that the
nature of the disagreement between evidential decision theorists and causal decision theorists is
not best treated as a disagreement about fundamental normative principles that govern rational
choice, but rather as a disagreement about the nature of choice” (p. 203).
I agreewithMeek&Glymour this far: if we accept the interventionist’s views about theWill, the

evidentialist’s news-value can agreewith the causalist’s utilitywhenever your evidence is ordinary.
That is to say: so long as youdon’t have evidence about the values of variables causally downstream
of the ‘act’ variable𝐴, conditioning on the event of an intervention tomake𝐴 = 𝑎will be the same
as ‘imaging’ on 𝐴 = 𝑎, given a natural imaging function (that is what we showed in §A.1 above).
So, when your evidence is ordinary, the news-value of an intervention can be equal to the utility
of that intervention. I agree with them this far—but no farther. When you have extraordinary
evidence about the effects of your choice, news-value and utility can come apart—whether or not

24 To understand why we can understand ℙ𝐴=𝑎 in this way, see Spirtes et al. (2000, theorem 3.6, p. 51).
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GALLOW 29

we possess an extraordinary Will which interrupts the world’s default causal order. This is one of
the lessons of decisions like sticker, from §4. In that decision, once you condition on the oracle’s
prophesy, placing the sticker on your own gift has a greater news-value than placing it on your
sister’s gift, but placing the sticker on your owngift has exactly the sameutility as placing it on your
sister’s gift. And that’s so whether or not we assume that your choice constitutes an intervention
on the world’s default causal order.
So, in my view, decisions made with foreknowledge show us that Meek & Glymour’s diagnosis

of the disagreement between evidential and causal decision theory is simply incorrect. There is a
genuinely normative disagreement between these theories. That disagreement cannot be under-
stood in terms of a non-normative disagreement about interventionism. For, in decisions made
with foreknowledge, the disagreement persists whether interventionism is true or false.
Decisions made with foreknowledge teach us that interventionists must answer the same nor-

mative questions about rational choice as the rest of us. They could side with causalists and advise
you to maximise utility; they could side with evidentialists and advise you to maximise news-
value; or they could give you different advice altogether. Here, I’ve made the case for siding with
causalists—whether or not interventionism is true. In contrast, Hitchcock (2016) advises you to
maximise news-value even when you have foreknowledge, essentially siding with evidentialists.
Stern (2021) gives different advice altogether. He advises you to choose as if your choice were evi-
dentially irrelevant to any variables about which you have evidence.25 Interventionism on its own
will not settle these normative disagreements.

25 Stern believes that this advice honours “causal-decision-theoretic reasoning”, and leads to “verdicts that causal decision
theorists find intuitive”. But the advice won’t maximise utility, as ‘utility’ is defined by Stalnaker (1981), Gibbard & Harper
(1978), Lewis (1981), Skyrms (1982), Sobel (1994), or Joyce (1999). Nor will Stern’s theory fall within the umbrella definition
of ‘causal decision theory’ I introduced in §3. So he won’t count as siding with causalists, given my terminology.
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