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Abstract

Deep learning methods have gained considerable interest in the numerical solution of various partial differential
equations (PDEs). One particular focus is physics-informed neural networks (PINN), which integrate physical
principles into neural networks. This transforms the process of solving PDEs into optimization problems for
neural networks. To address a collection of advection-diffusion equations (ADE) in a range of difficult circum-
stances, this paper proposes a novel network structure. This architecture integrates the solver, a multi-scale
deep neural networks (MscaleDNN) utilized in the PINN method, with a hard constraint technique known as
HCPINN. This method introduces a revised formulation of the desired solution for ADE by utilizing a loss func-
tion that incorporates the residuals of the governing equation and penalizes any deviations from the specified
boundary and initial constraints. By surpassing the boundary constraints automatically, this method improves
the accuracy and efficiency of the PINN technique. To address the “spectral bias” phenomenon in neural net-
works, a subnetwork structure of MscaleDNN and a Fourier-induced activation function are incorporated into
the HCPINN, resulting in a hybrid approach called SFHCPINN. The effectiveness of SFHCPINN is demon-
strated through various numerical experiments involving ADE in different dimensions. The numerical results
indicate that SFHCPINN outperforms both standard PINN and its subnetwork version with Fourier feature em-
bedding. It achieves remarkable accuracy and efficiency while effectively handling complex boundary conditions
and high-frequency scenarios in ADE.
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1. Introduction

The ADE is a fundamental equation with widespread applications in various scientific and engineering field.
It finds relevance in fields such as physical biology [1], marine science [2], earth and atmospheric sciences [3],
as well as mantle dynamics [4]. This article primarily focuses on investigating the dynamics of the unsteady
advection-diffusion equation (ADE) under various boundary constraints. The following equation mathematically
describes the ADE:

%:div(p-Vu)—q-Vu—i—f. (1)

This equation captures the interaction between convection and diffusion at different temporal and spatial scales.
It involves a scalar variable denoted as u, which is transported through advection and diffusion. The constant
or vector parameters p and q represent the advection field’s speed and the diffusion coefficient in different
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directions, respectively. The term f signifies the internal source or sink’s capacity, while the concentration
gradient is represented by Vu, where V denotes the gradient operator and div denotes the divergence operator.
Similar to other types of partial differential equations(PDEs), the analytical solutions for ADE are generally
seldom available, so solving these PDEs numerically using approximation methods is necessary. Numerical
methods such as finite element method (FEM) [5-9], finite difference method (FDM) [10-12] and finite volume
method (FVM) [13] are commonly used to solve ADE. In these approaches, the computational domain of
interest is divided into a set of simple regular mesh, and the solution is computed in these mesh patches.
Generally, to reduce the numerical error, the size of the mesh is required to be small when solving PDEs by
these mesh-dependent methods, it will yield significant computational and storage challenges [14]. Given a
specific mesh size, several numerical techniques have been developed to reduce the errors of mesh methods [15],
such as the upwind scheme [16] and Galerkin least squares strategy [17]. However, mesh-dependent methods
can be challenging, time-consuming, and computationally expensive when dealing with complex domains of
interest and boundary constraints. In contrast, meshless methods that use a set of configuration points without
grids have been developed to approximate the solution of ADE, such as Radial Basis Function [18, 19], Monte
Carlo methods [20], and B-spline collocation approaches [21]. While these methods are easy to implement and
straightforward, their accuracy may deteriorate compared to grid-based methods.

In the past few years, deep neural networks (DNN) have demonstrated significant potential in solving ordinary
and partial differential equations as well as inverse problems. This is due to their ability to handle strong
nonlinearity and high-dimensional problems, as highlighted in various studies [22-29]. This methodology is
preferable because it transforms a PDE problem into an optimization problem, and then approximates the PDE
solution through gradient backpropagation and automatic differentiation of the DNN. Furthermore, they are
inherently mesh-free and can address high-dimensional and geometrically complex problems more efficiently
than mesh-based methods.

Physics Informed Neural Networks (PINN) were first proposed by Raissi et al. [24] in 2019 that derived
from the concept of physics-constrained learning applied to solve conventional differential equations in the early
1990s [30-32], which incorporates physical laws into neural networks by adding the residuals of both the PDEs
and the boundary conditions (BCs) as multiple terms in the loss function. After that, lots of efforts have
been made to further enhance the performance of PINN, such as Parallel PINN [33], APINN [34] and Unified
scalable PINN [35]. And the PINN is widely applied to address various types of PDEs including material
identification [36], the optimal location of sensors [37] and flows problems [38, 39]. Some theory of convergence
and the analysis of generalization error for PINN are also made by Mishra and Molinaro [40], De Ryck et al.
[41], Hu et al. [42]. In addition, the Deep Ritz Method was proposed by Yu et al. [22] for numerically solving
variational problems, and various PINN methods have been proposed for solving PDEs with complex boundaries
by researchers such as Wang and Zhang [43], Gao et al. [44], Sheng and Yang [45]. Some researchers have also
investigated using physical constraints to train PINN [46-49]. Despite some impressive developments in the field,
including DPM [50], PINN still faces significant challenges, as pointed out in the study [51]. Several theoretical
papers [52, 53] have highlighted an imbalanced competition between the terms of PDEs and BCs in the loss
function, limiting PINN’s applicability in complex geometric domains. To address this problem, researchers
such as Berg and Nystrém [23], Sun et al. [54], Lu et al. [55] have proposed incorporating BCs into the ansatz
such that any instance from the ansatz automatically satisfies the BCs, resulting in so-called hard-constraint
methods. By satisfying the BCs precisely, the PDE solution becomes an unconstrained problem, which can be
more effectively trained in a neural network.

In addition, the standard PINN method may not perform well on problems with high-frequency components
because of the low-frequency bias of DNN, which has been documented by Xu et al. [56] and Rahaman et al. [57].
For instance, when using a DNN to fit the function y = sin(z) + sin(2x), the DNN output initially approximates
sin(z) and then gradually converges to sin(x) + sin(2x). This phenomenon is called the Frequency Principle
(F-Principle) or spectral bias, which stems from the inherent divergence in the gradient-based DNN training
process. To address this issue, researchers have explored the relationship between DNN and Fourier analysis,
which was inspired by the F-Principle [58-60]. Recent experimental studies by Zhong et al. [61], Mildenhall et al.
[62] have suggested that a heuristic sinusoidal encoding of input coordinates, termed “positional encoding”, can
enable PINN to capture higher frequency content. To enhance the computational efficiency of the aforementioned



PINN, we construct a separate subnetwork for each frequency to capture signals at different frequencies.

Despite many researchers having discovered the F-Principle phenomenon and the unbalanced rivalry between
the terms of PDEs and BCs, there is still no universal solution for both issues, which presents an opportunity
for further research. Additionally, there is an opportunity to explore the Neumann boundary in more depth, as
the majority of research on ADE has focused on the Dirichlet boundary, while the Neumann boundary is less
studied and more intricate.

This paper introduces a novel approach called sub-Fourier Hard-constraint PINN (SFHCPINN) to solve
a class of ADEs using Fourier analysis and the hard constraint technique. The SFHCPINN approach uses
hard-constraint PINN to enforce initial and boundary conditions and incorporates the residual of the governed
equation for ADE into the cost function to guide the training process. This transforms the solution of ADE
into an unconstrained optimization problem that can be efficiently solved using gradient-based optimization
techniques. To further reduce the approximation error of the DNN, a subnetworks framework of DNN with
sine and cosine as the activation function is introduced by the F-Principle and Fourier theory. While previous
studies primarily focused on simulated data using mean squared error (MSE) loss, the primary contributions of
this paper are:

a. Our proposed method involves a PINN with a subnetwork architecture and a Fourier-based activation
function. This approach aims to address the issue of gradient leakage in DNN parameters by leveraging
the F-principle and Fourier theorem.

b. Our approach involves the use of a structured PINN with hard constraints, which allows for the automatic
satisfaction of initial and boundary conditions. This approach enables the accurate resolution of ADEs
with complex boundary conditions, including the Dirichlet boundary, Neumann boundary, and mixed form.

c. We provide compelling evidence for the efficacy of the proposed method by demonstrating the superiority
of hard-constraint PINN over soft-constraint PINN in solving a class of ADEs under both Dirichlet and
Neumann boundaries.

The structure of this paper is outlined as follows. Section 2 presents an overview of deep neural networks
and the standard PINN framework for PDEs. In Section 3, we introduce a novel approach to solving ADE using
PINN with hard constraints, as well as an activation function based on Fourier analysis. Section 4 details the
SFHCPINN algorithm for approximating the solution of ADE. In Section 5, we provide numerical examples to
demonstrate the effectiveness of the proposed method for ADE. Finally, we present the conclusions of the paper
in Section 6.

2. Preliminaries

This section has presented a detailed exposition of the relevant mathematical principles and formulae about
DNN and PINN.

2.1. Deep Neural Networks

Initially, we present the standard neural cell of Deep Neural Networks (DNN) and the mapping relationship
between input € R? and an output y € R™, as expressed by (2):

y=oc(Wx+Db). (2)

Here, the activation function o(-) is an element-wise non-linear model, W = (w;;) € R™*? and b € R™ are the
weight matrix and bias vector, respectively. The standard unit (2) is usually known as a hidden layer, and its
output is fed into another activation function after modification with a new weight and bias. Hence, a DNN
is constructed with stacked linear and nonlinear activation functions. The mathematical expression for a DNN
with input data x € R? can be formulated as:

yl =g
: 3)
Yyl =g o (Wllylt=1l L ply for ¢=1,2,3,------ L



Here, Wl € Rme+1xm and blfl € R™+1 denote the weights and biases of the ¢-th hidden layer, respectively.

[P

no = d and nr4; is the dimension of output. The notation “o” indicates an element-wise operation. The
parameter set of W ... WIE pltl ... plL] is represented by 6, and the DNN output is denoted by y(z; 6).

2.2. Physics Informed Neural Networks

Let us consider a system of parametrized PDEs given by:

MNali(z, t)] = f(z,t), = eQ,telty,T]
x,t), x € 00t € [to, T (4)
m,to), x € Qa

in which Ny stands for the linear or nonlinear differential operator with parameters A, B is the boundary
operators.  and 0f) respectively illustrate the domain of interest and its boundary. In general PINN, one
can substitute a DNN model for the solution of PDEs (4), then obtain the optimal solution by minimizing the
following loss function:

L = Lossppg +wi1Loss;c + waLosspc (5)
with
U RR ar i i it i |2
Lossppg = N—Z NA[UNN(CBZJZ)] — f(z',t")
P
1 & _ |
LOSSBC = Ni Z B’ELNN (mz’tl) _g(m17tl) (6)
B3
1 - N
Lossic = N Z ann(x' o) — h(z', o)
L

where w; and wsy are the loss weighting coefficients on distinct boundaries. Lossppg, Lossjc, and Losspc
depict the residual of governing equations, the loss of the given initial condition, and the loss of the prescribed
BC, respectively. In addition, if some data are available inside the domain, an extra loss term indicating the
mismatch between the predictions and the data can be taken into account

Np

2
1

Lossp = N Z
D=

(7)

UNN(wiv ti) - uiData

The structure of PINN for solving parametrized PDEs (4) is depicted in the following Figure 1.

3. Fourier induced Subnetworks Hard Constraint PINN to Advection-Diffusion Equation

3.1. Unified architecture of Hard Constraint PINN to Advection-Diffusion Equation

In this section, we now consider the following advection-diffusion equation with prescribed boundary and
initial conditions, it is

% = div(p- Vu(z,t)) — q- Vu(z,t) + f(z,1), @€ Q,t € [ty,T]
Bu(w,t) = g(x, 1), @ € 0t € [to, T (8)
u(z,to) = h(z, o), e

where € is a bounded subset of R? with piecewise Lipschitz boundary which satisfies the interior cone condition
and 0f) represents the boundary of the interested domain. Generally, the boundary is a complicated geometry



Neural Network

Automatic Losses
Input differentiation
)
~ 1 . - 2
=— Coc.0-0.)
X § Output - =1
A _ 1 - o~ 2
@é uNNﬁ . — = . ( ) ( )
2 1 R ~ 2
= (0= (.0
-/ =1

57L No l
a0 Z>e—/L = Lossppp + w1 Lossic +waLosspc
End

Yes

Figure 1: Schematic diagram of physical information neural network (PINN).

and composed of essential and natural boundaries, i.e., 92 =T'p UI'y and I'p NI'y = 0. The operational item
B indicates the BC, such as the Dirichlet, Neumann, or Robin boundary.

When a standard PINN trial function uy y is used to approximate the solution of ADE (8), it will be firstly
differential concerning variable & and t, respectively, then embed into the residual of the governed equation
and constructed the main part of loss function of neural networks. Under the imposed boundary and initial
conditions, the neural network solution with parameter 8 can be obtained by minimizing

Np 2 Nr 2
Y i P4 w i i
Loss(Sg, Sp,Sr;0) = Lossg(Sr; 0) + N ; Buyn(x's,t5) — gz, t)| + N, ; Tunn (2}, to) — h(xh)
o , )
for (z'5,t%;) € Sp and (x%,t) € S, as well as
1 & 8uNN(m%,t§%) . i 4 i g i i ?
Lossr(Sg;0) = N Z — —div(p- Vunn(xh, %)) + q- Vunn (xh, th) — f(xh, th) (10)
R0 t

for (z,t7) € Sr. Here and hereinafter, Sg = {(xF,t/)}N2 | Sp = {(«P,t5)} N5 and S; = {(z%, o)}, stand
for the sets of distributed sample points on Q x T', 9Q x T and Q x {to}, respectively. In addition, two penalty
parameters v and w are introduced to control the contributions of boundary and initial for loss function.

Many scholars have studied carefully the choice of the residual term in loss function, for example, Mixed
PINN [27], XPINN [29], cPINN [28], two-stage PINN [63] and gPINN [64]. Another problem to be addressed
is how to enforce the initial and boundary conditions (I/BCs). The imposition of I/BCs is crucial for solving
PDEs because it allows a unique solution. Considering the optimization nature of the PINN, the primitive way
of applying I/BCs is to penalize the discrepancy of initial and boundary constraints for PDEs in a soft manner.

In PINN-based deep collocation methods, the performance of optimization depends on the relevance of each
term. However, assigning the weights of each term may be difficult, then the approximations of I/BCs may not
be favorable, resulting in an unsatisfactory solution. Consequently, we may apply the boundary constraint in a
“hard” manner by including particular solutions that satisfy the I/BCs. Consequently, the constraints on the
boundaries are gently met. It will improve the capacity of neural networks for dealing with complex geometry



issues [23, 54, 55]. The boundary operator B in (8) will be used in the following to investigate PDEs with
Dirichlet BCs. In this instance, our proposed theory for the solution is

unn(z,t) = G(x,t) + D(x,t)NN*(x,t;0) (11)

where NNT is a fully-connected deep neural network, G(z,t) is an extension function meeting the I/BCs
constraints Bu(x,t) and Zu(x,ty), and D(x,t) is a smooth distance function giving the distance from (x,t) €
Q x T to 9Q x {to}. The objective of this concept is to compel the approximate solution to conform to a set of
restrictions, notably the Dirichlet BCs. In other words, while x is on the 9Q x {tz} boundary, D(z,t) equals
zero, and the value increases as points depart from the I/BCs.

It is worth noting that uxy(x, t)reaches its I/BCs value at the hypothesis equation’s boundary point (11).
For those ADE problems with simple IC/BC and an easy form of 992, D(x,t) could be defined analytically.
Nevertheless, assuming the geometry is too complicated for an analytic formulation, both the extension boundary
function G(z,t) and the smooth function D(x,t) may be parameterized using small-scale NNs according to the
given I/BCs constraints and a small of configuration points sampled from the interested domain with boundary.
Therefore, it will not add any more complexity when optimizing the loss of hard-constraint PINN (HCPINN):

Lossgcpinn(Sr,SB,S1:0) = Lossg(Sr; ). (12)

with Lossr(Sg; @) being defiend as in (10).

Considering 0f) as the Neumann-boundary and B as the differential operator. In contrast to Dirichlet BC,
which is stored inside a particular solution, Neumann BC is included throughout the equation loss. The ansatz
solution for the Neumann BCs is the same as (11) and G(x,t) now is an extension meeting the IC constraints
Tu(zx, ty) and D(x,t) is a smooth distance function giving the distance from (x,t) € Q x T to Q x {to}. The
Neumann BCs are encoded into the loss function:

Np

Lossgcpinn(Sr, Sp,51;6) = Lossr(Sk; 0) + NLB >
i=1

2
Buyn(z, t7) — g(x? 7)) . (13)

We then conclude the unified loss function of the HCPINN as follows:

0" = argminLossgcpinn(0). (14)
0

To obtain the 8*, one can update the parameters 8 using gradient descent method overall training samples or
a few training samples at each iteration. In particular, Stochastic gradient descent (SGD) and its improved
versions, such as Adam [65], Adagrad [66] and RMSprop [67], are the common optimization technique for deep
learning. In the implementation, the SGD method requires only one of n function evaluations at each iteration
compared with the gradient descent method. Additionally, instead of picking one term, one can also choose a
“mini-batch” of terms at each step. In this context, the update scheme of parameters of DNN for vanilla SGD
is given by:

oFtt = 9F — OéngkLOSSHcpINN(:B;Ok), x e Sgporx e Sg USp,

where the “learning rate” «j decreases with k increasing.

Remark 1. To compute the smooth distance function D(«,t) in the Dirichlet condition, we first calculate the
non-smooth distance function d and estimate it using a low-capacity NN. At each point (x,t), we define d as
the shortest distance to a boundary point at which a BC must be applied. Indeed,

d(z,t) = I, t) = (@, )" . (15)

min
(z,t)* €O {to}



The exact form of d (and D) is not important other than that D is smooth and
|D(x,t)| <€, V(x,t)ecdx{to}. (16)
We can use a small subset from 9 x {to} to compute d.

Remark 2. Instead of computing the actual distance function, we could use the more extreme version

— Oa (:137t) € 00 x {tO}
d(z, 1) = { 1, otherwise ‘ (17)

Moreover, for issues where the I/BCs are enforced in simple geometry, D(x,t) and G(x,t) may be derived
analytically [31, 68-70]. For instance, we can define D(x,t) = ¢/T when there is simply initial boundary
enforcement on ¢ = 0, and we can choose D(z,t) = (x —a)(b—x) or (1 — €2 ®)(1 —e®~) in Q = [a, b] when the
BCs are only imposed on 9€). For complex cases, it is difficult to identify an analytical formula for D(x,t), but
it is possible to approximate it using spline functions [45].

Remark 3. The ansatz (11) demands that G be globally defined and smooth, as well as that
G, t) — g, )] <€ V(x,t) € O x{to} (18)

where g(x,t) is the function satisfying I/BCs of given PDEs. To compute G we simply train an NN to fit
G(z,t), VY(x,t) € 9N x {tp}. The loss function used is given by

Ng

Lossg = NL Z

G i=1

Gz, t") — gz, t)| , (x',t") € Q x [to, T (19)

and apply SGD as the optimization technique as well.

Remark 4. In some given BCs, G(x,t) could be defined directly utilizing the I/BCs. For example, if (8)
Bu(z,t) = 0 and Zu(x, tp) = 0, then we could directly define G(z,t) = 0.

3.2. Sub-Fourier PINN and its activation function

The activation function is one of the critical issues for designing the architecture of DNN. As a non-linear
transformation that bounds the value for given input data, it directly affects the performance of DNN models in
practical applications. Several different types of activation functions have been used in DNN, such as ReLU(z) =
max{0, z} and tanh(z).

From the viewpoint of function approximation, the first layer with activation functions for the DNN frame-
work can be regarded as a series of basis functions and its output is the (nonlinear) combination of those basis
functions. Recent works found the phenomenon of spectral bias or frequency preference for DNN, that is, DNN
will first capture the low-frequency components of input data [56] [57]. After that, some corresponding mecha-
nisms are made using Neural Tangent Kernel (NTK) [60, 71]. Under these mechanisms, many efforts are made to
improve the performance of DNN;, such as the structures and the activation functions. By introducing some scale
factors A = (ki1,ka, k3 ,kg—1,kq)” ( ki is a vector or matrix), a variety of multi-scale DNN (MscaleDNN)
frameworks are proposed which will use the radial scale factors A to shift the high-frequency component into
the low ones, then accelerate the convergence and improve the accuracy of DNN [60, 72, 73]. Figure 2 presents
the schematic diagram of the MscaleDNN with N subnetworks.

Recent works have shown that the adaptive activation function is able to improve the performance of DNN
for solving nonlinear discontinuous problems and image processing [74-77]. In addition, using Fourier feature
mapping as an activation function for the first hidden layer of each subnetwork can remarkably improve the
capacity of MscaleDNN, it can mitigate the pathology of spectral bias for DNN, and enable networks to learn



Figure 2: A schematic diagram of MscaleDNN with N subnetworks.

well the target function [56, 57, 59, 60, 78]. It is expressed as follows:

)= | Sotem) . (20)

sin(kx)

where k is a user-specified vector or matrix (trainable or untrainable) which is consistent with the number of
neural units in the first hidden layer for DNN. By performing the Fourier feature mapping for the input data, the
input points in R? can be mapped to the range [—1,1]. After that, the subsequent layers of the neural network
can process the feature information efficiently. For convenience, we denote the PINN model with a MscaleDNN
performed by Fourier feature mapping being its solver as Sub-Fourier PINN(called SFPINN).

According to the above description, we denote the proper Fourier feature information of the n;, subnetwork
by {n(&) with & = (z,t) and obtain its output by performing this information through the remainder block of
SFPINN model with general activation functions, such as sigmoid, tanh, and ReLU, etc. Finally, the overall
output of the SFPINN model is the linear combination of all subnetwork outputs, denoted by NN (). In sum,



the detailed procedure is concluded as follows:
(21)

where Wl[n] represents the weight matrix of the first hidden layer for the n;, subnetwork in the SFPINN model

and ./’-{C\/]\fn stands for the remaining blocks of the ny, subnetwork. W and bp represent the weights and bias of
the last linear layer, respectively (see Figure 2). Notably, all subnetworks in SFPINN are standalone and their
sizes can be adjusted independently.

4. The process of SFHCPINN algorithm

Our proposed SFHCPINN is the combination of HCPINN and SFPINN that imposes “hard” constraints on
the I/BCs and employs a subnetwork structure shown in Figure 2. The solution for ADE (8) is expressed as

uny(x,t) = G(x,t) + D(x,t) NN (x,t;0) (22)

where the parameter definitions are identical to Section 3. To start with, the smooth extension function G(x,t)
satisfying the I/BCs and smooth distance function D(z,t) in the distance between interior points to the I/BCs
00 x {to} are constructed (see Section 3). Thus before the training procedure of the neural network, our proposed
solution has already satisfied the I/BCs. For the SFPINN consisting of N subnetworks (see Section 3.2), the
input data for each subnetwork will be transformed by the following operation

T =a,x*(x,t), n=12---,N,

where a,, > 0 is a scalar factor. Denoting the output of each subnetwork as F, (n = 1,2,..., N), then the overall
output of the SFPINN model is obtained by

e DX

In the SFHCPINN algorithm, we let uQ (2, t) = G(x,t) + D(z,t)NN°(x,t; 0) be its initial stage. In this
stage, our proposed solution u%; v (,t) satisfied the I/BCs in (8) automatically and we can focus on the loss of
the interior points. Then in the ky, iteration step, a set of randomly sampled collocation points S* is provided,
and then the ky, loss can be obtained by (12) or (13). The loss function for the Dirichlet boundary is expressed
as follows

@"11

LOSS??HCPINN(Sk§ 0) = LOSSin(Szkz; 0) (23)

with
|S%|

Loss;, = Z

for (z¢,t') € Sk, where |S%| stands for the number of set. The loss function for the Neumann boundary is
formulated as

a’U,NNiL' t) 2

—div(p- Vuyn(a',t") + g - Vuyn (', t') — f(a',t")

SlC 2
BUNN vatB) g(wletlB)

(24)

LOSSg}??JCP[NN(Sk§ 0) = LOSSm(Sﬁc; 0) + |S



To sum up, the SFHCPINN method for solving ADE with Dirichlet and/or Neumman boundaries is briefly
described in Algorithm 1.

Algorithm 1 SFHCPINN algorithm for ADEs with Dirichlet and/or Neumman boundaries

1: Construct the extension function G(x,t) and distance function D(z,t) according to I/BCs;
2: Generate a train set S¥ € Q x T}
3: Calculate the fitting part of loss function .Z(-; %) for training set S*:

g(‘gk; Gk) = LOSS?FHCPINN(SJI% Gk) or X(Sk; ek) = Lossg;;l;{CPINN(‘Sk3 Ok)

4: Take a suitable optimization method to update the internal parameters of DNN, such as SGD method

expressed as follows:
0"t = 0% — ) Vi L (,t;0%) with (z,t) € S*

where the “learning rate” «j decreases as k increases.
5: Repeat steps 2-4 until the convergence criterion is satisfied or the loss function tends to be stable.

5. Numerical experiments

In this section, we test the performance of the SFHCPINN method for advection-diffusion equations with
different boundaries in one to three-dimensional spaces. For comparison, a standard PINN and a sub-Fourier
PINN with soft constraints are introduced to validate the effectiveness and feasibility of our SFHCPINN model.

5.1. Model and training setup

5.1.1. Model setup
The details of all the models in the numerical experiments are elaborated in the following and summarized
in Table 1.

e SFHCPINN: A solution approach for solving the ADE with different boundary constraints is presented in
this article. The approach employs a composite PINN model composed of a distance function D(z,t), a
smooth extension function G(z,t), and a subnetwork deep neural network (DNN). The distance function
D(z,t) and smooth extension function G(x,t) are obtained through small-scale DNN training or defined
analytically based on boundary conditions. The SFHCPINN model is composed of 20 subnetworks accord-
ing to the manually defined frequencies A = (1,2,3,...,20), and each subnetwork has 5 hidden layers with
sizes (10, 25, 20, 20, 15). The activation function of the first hidden layer for each subnetwork is set as
Fourier feature mapping ¢(&), and the other activation functions (except for the output layer) are set as
sin. The final output of the composite PINN model is a weighted sum of the outputs of all subnetworks.
The overall structure of the sub-Fourier PINN model is depicted in Figure 2.

e SFPINN: The PINN model we consider here uses a subnetwork DNN as the solver, with the activation
function of the first hidden layer in each subnetwork set as a Fourier feature mapping and the other
activation functions (except for the output layer) set as sin. The I/B constraints in this model are applied
in a soft manner, which is the classical approach.

e PINN: The solver for the vanilla PINN model is a normal DNN, where all activation functions except for
the output layer are set to tanh. The type of I/B constraints used in this model is a soft manner.
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Table 1: Comparisons for the above models

Model Subnetwork Numbers of subnetwork Activation Constraint Size of the network
SFHCPINN DNN 20 sin hard (10,25,20,20,10)
SFPINN DNN 20 sin soft (10,25,20,20,10)

PINN - - tanh soft (100,150,80,80,50)

5.1.2. Training setup
We use the following mean square error and square relative L? error to evaluate the accuracy of different
models:

N, N/ ~ . . . . 2
A ) . . : 1 tz % 7 t’L
MSE = —1, Y (ala', #) —u (2%, ¢9)° and REL = Lz (uj(f’ el ,(xz’ )
N i=1 > iz (w*(a', 1))

where @(z, %) is the approximate DNN solution, u* (2%, %) is the exact /reference solution, {(z?, )}’ is the set
of testing points, and N’ is the number of testing points.

In our numerical experiments, we uniformly sample all training and testing data within Q (or 9Q) and use
the Adam optimizer [65] to train all networks. A step learning rate with an initial learning rate of 0.01 and a
decay rate of 2.5% every 100 training epochs is utilized. For visualization purposes, we evaluate our models every
1000 epochs during training and record the final results. The penalty parameter v for the boundary constraint

n (9), (13), and (24) is specified as:

Y0, if tepoch < 0.1Tmax
1070, if 0.1Tmax <= iepoch < 0.2Tmax
5070, if 0.2Tmax <= fepoch < 0.25Tmax
10070, if 0.25Tmax <= fepoch < 0.5Tmax
20070, if 0.5Tmax <= %epoch < 0.75Tmax
50070, otherwise

where 9 = 20 in all our tests and Ti,.x represents the total epoch number. We implement our code in Pytorch
(version 1.12.1) on a workstation (256 GB RAM, single NVIDIA GeForce GTX 2080Ti 12-GB).

5.2. Performance of SFHCPINN for solving ADFEs

This section demonstrates the feasibility of SFHCPINN in solving the ADE with Dirichlet and/or Neumann
BCs in one-dimensional to three-dimensional Euclidean space. These examples are common in engineering and
reality, and four of them involve multi-frequency scenarios to illustrate the ability of SFHCPINN to handle
high-frequency problems.

5.2.1. One-dimensional ADE
We first consider the one-dimension ADE problem expressed as follows:
ou(z,t)  _0%u(z,t)  _Ou(w,t)

T + f(z,t), for x € [a,b] and t € [to,T], (26)

where f(x,t) is the source term, p is coefficient of diffusivity and ¢ is the coefficient of advection rate. The IC

can be formulated as:
u(z, tg) = Ao(x). (27)

The Dirichlet BCs are denoted as:
(28)



and the Neumann BCs could be formulated as follows:

UGS WO (29)
2400 — Nyt (30

Example 5.1. To emphasize the capability of the proposed SFHCPINN framework, we first consider the one-
dimensional ADE (26) with Dirichlet boundary and a high-frequency component. In this case, the (26) with
p =0.02 and ¢ = 0.01 is solved by aforementioned models in the spatio-temporal range 2 x T' = [0, 2] x [0, 5].
The source term f(z,t), I/BCs are given by the following known solution:

u(w,t) = e *[sin(nz) + 0.1sin(f7rz)) (31)
with a = 0.1 and 8 = 30.

When employing the proposed SFHCPINN model to solve one-dimensional ADE (26) with Dirichlet bound-
ary, we determine the distance function D(z,t) = %ﬁ and the smooth function G(z,t) = sin(nz) +
0.1sin(S7mz) according to the boundary and initial conditions.

To compare with the SFHCPINN model, we use two simple neural networks with only one hidden layer of 20
neurons each to fit the distance function D(x,t) and the extension function G(z,t) before starting the training
process. This model is called SFHCPINN yn. Both SFHCPINN models are the same except for the distance

and extension functions.
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Figure 3: Testing results for Example 5.1.

The models have comparable network sizes and parameter numbers, which are listed in Table 1. All models are
trained for 50000 epochs, and in each epoch, PINN and SFPINN are trained with N = 8,000 collocation points,
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Np = 4,000 boundary points, and N; = 3,000 initial points, while SFHCPINN is trained with Nr = 8,000
collocation points. To assess the accuracy of the neural network approximations, we uniformly sample 10,000
test points from € x T" and make them be the testing set. We present the results of the four models in Fig. 3
and Table 2.

Table 2: MSE and REL of SFHCPINNs, SFPINN, and PINN for Example 5.1

constraint MSE REL
PINN soft 0.0421 0.226
SFPINN soft 437 %1075 2.34 x 1074
SFHCPINN yn hard 4.06 x 10~* 2.18 x 10~3
SFHCPINN hard 1.14 x 1076 6.16 x 10~

First, the heatmaps in Figs. 3(b) — 3(d) and the error curves in Fig. 3(f) show that SFHCPINN has a higher
level of accuracy than PINN and SFPINN, with testing REL decreasing at a faster rate. This suggests that
SFHCPINN is effective in addressing the issue of gradient oscillation in DNN parameters, thanks to its use of
Fourier expansion and subnetwork framework.

The second observation is that the SFHCPINN exhibits a smaller initial error and a faster convergence rate
compared to both the standard PINN and the SFPINN, as shown in Fig. 3(f). This suggests that the hard
constraint included in the SFHCPINN allows for better adherence to the boundary conditions, leading to a
significant improvement in the performance of SFHCPINN.

Lastly, we can observe from the experimental results that SFHCPINN, using numerically determined distance
and extension functions, outperforms SFHCPINN yy in terms of both accuracy and training speed. This is
because the numerically determined distance and extension functions provide a more precise expression of the
I/BCs and simple NNs cannot capture functions that vary frequently on the boundaries. Therefore, we use the
numerically determined distance and extension function in all following experiments. In summary, SFHCPINN
proves to be superior to PINN and SFPINN in one-dimensional problems with Dirichlet BCs.

Influence of the choice for activation function: We study the influence of activation function for PINN
and SFHCPINN models. In the test, we set the activation function as sin, tanh, enhance tangent function
tanh(0.57x) , sigmoid, elu, gelu, relu, and leaky.relu, all other setups are identical to the above experiments.
Based on the results in Table 3, we observe that the performance of gelu is slightly superior to that of sin
and tanh for our SFHCPINN model, and sin outperforms tanh. Then, the sin activation function is an ideal
candidate for our SFHCPINN model.

Table 3: REL of different activation functions for PINN and SFHCPINN models used to solve Example 5.1.

sin tanh enhance tanh | sigmoid | elu gelu relu leaky relu
PINN 0.215 0.226 0.224 0.912 | 0.302 0.0686 0.362 0.713
SFHCPINN | 6.16 x 107 | 1.19 x 10~* 0.916 0.015 | 0319 | 9.74 x 1077 | 186.13 20.46

Influence of the hidden units: We study the influence of hidden units including width and depth for our
SFHCPINN model. In the test, the hidden units are set as (10, 25, 10), (20,25, 10),(10, 25, 20), (20, 25,20) and
(10,25, 20, 20), respectively, besides the original configuration of hidden units. All other setups are identical
to the aforementioned experiments. Based on the results in Table 4, the performance of SFHCPINN will be
improved with the depth and width of hidden units increasing.
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Table 4: REL of different depth and width for hidden units when SFHCPINN is used to solve Example 5.1.

(10,25,10) | (20,25,10) [ (10,25,20) | (20,25,20) [ (10,25,20,20) [ (10,25,20,20, 10)
324x107% 1203 %103 [4.05x10°°[391x10°] 293x10°° 6.16 x 106

Influence of the learning rate: We study the influence of learning rate for our SFHCPINN model. In the
test, the SFHCPINN models with fixed learning rates 0.01, 0.005, 0.001, and 0.0005 are introduced to compare
with the one with adjustable learning rate. Their other setups are identical to the above experiments. Based on
the results in Table 5, the adjustable learning rate is the optimal strategy for the SFHCPINN model.

Table 5: REL of the different learning rates for SFHCPINN used to solve Example 5.1.

0.01 0.005 0.001 0.005 0.001 | Adjustable
212 x 1072 [ 9.59 x 107 [ 2.56 x 10~ | 3.04 x 10=* | 0.0299 | 6.16 x 10~©

Example 5.2. We consider the multiscale case of the one-dimensional ADE (26) with Neumann boundaries
in spatial domain Q = [0,1] and time range T = [0, 1], the source term f(x,t) and the I/BCs are specified
by the following prescribed solution: u(z,t) = e~*[sin(rx) + 0.1sin(107z)] with @ = 0.25. In this example
and next one, p = 0.002 and ¢ = 0.001 for equation (26). The details of the SFHCPINN with the Neumann
BCs are outlined in Algorithm 1. At first, the distance function D(z,t) = z(1 — z)t and extension function
G(z,t) = sin(z) are well-defined according to the given boundary to specify the distance between the interior
and the boundary and the evaluation on the boundary, respectively. All settings for SFHCPINN, SFPINN,
and PINN are the same as in Example 5.1. In each epoch, we randomly collect 8000 points from the interior
of the defined domain and 3000 points from the Neumann boundary. The sampling procedures of PINN and
SEPINN are identical to those in Example 5.1. We train all models for 50,000 epochs and use Adam with default
parameters as the optimizer. The testing data are uniformly generated from 2 x T'.

Table 6: MSE and REL of SFHCPINN, SFPINN, and PINN for Example 5.2

constraint MSE REL
PINN soft 1.204 2.921
SFPINN soft 0.745 1.806
SFHCPINN hard 6.399 x 107° 1.551 x 10~*

The following conclusions can be drawn as follows: First, the diminishing color depth of the thermal maps
in Figs. 4(b) — 4(d) indicates that the accuracy of the SFHCPINN model improves steadily, but the PINN and
SFPINN fail to be converged. In addition, by comparing the point-wise absolute error, MSE and REL tracks of
PINN, SFPINN and SFHCPINN in Figs. 4(e) and 4(f), it is possible to conclude that by adopting a subnetwork
architecture performed by Fourier activation function and hard-constraint technique, the performance of the
DNN has been enhanced with a faster training rate and higher precision under Neumann BCs. In addition, the
accuracy of the SFHCPINN is significantly higher than PINN and SFPINN almost all the time, especially at
the initial stage. This is because the ansatz of the hard-constraint PNNN always satisfies the BCs throughout
training, preventing the approximations from breaching physical restrictions at the boundaries. Table 6 further
reveals that SFHCPINN with hard constraints and subnet topology outperforms PINN and SFPINN by multiple
orders of magnitude when Neumann BCs are present under one-dimensional settings.

Example 5.3. The one-dimensional low-frequency ADE (26) with the left boundary being Dirichlet and the
right boundary being Neumann is considered in spatial domain = [0, 1] and time range T' = [0, 1], the source
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Figure 4: Testing results for Example 5.2.

term f(z,t) and the I/BCs are specified by the known solution: u(z,t) = e~ ** sin(27z) with a = 0.25. At first,
the distance function D(z,t) = z(1 — x)t and extension function G(z,t) = sin(x) are well-defined according to
the prescribed boundary and initial conditions, respectively. All settings for SFHCPINN, SFPINN, and PINN
are the same as in Example 5.1. In each epoch, we randomly collect 8000 points from the interior of the defined
domain and 3000 points from the Neumann boundary. The sampling procedures of PINN and SFPINN are
identical to those in Example 5.1. We train all models for 50,000 epochs and test our models on a uniform mesh
grid generated from 2 x T'. The results are plotted in Fig. 5 and listed in Table 7.

Table 7: MSE and REL of SFHCPINN, SFPINN, and PINN for Example 5.3

constraint MSE REL
PINN soft 7.99 x 10~% 2.02 x 103
SFPINN soft 2.25 x 1075 5.68 x 10~°
SFHCPINN hard 2.62 x 1079 6.63 x 1079

Fig. 5 shows that the SFHCPINN model still is well able to capture the solution for the mixed boundaries
problem, and its performance outperforms PINN and SFPINN. Figs. 5(b) — 5(d) not only show the point-wise
errors of SFHCPINN for major points that are close to zero but also reveal the point-wise error of SFHCPINN
is very smaller than that of the PINN and the SFPINN models. Additionally, Figs. 5(e) and 5(f) and Table 7
illustrate that the errors of SFHCPINN are superior to that of PINN and SFPINN by more than four orders of
magnitude.
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Figure 5: Testing results for Example 5.3.

From the above results, we conclude that the SFHCPINN model is remarkable in addressing the ADE (26)
with different boundaries in one-dimensional space, it generally outperforms the PINN and SFPINN models.

5.2.2. Two-dimensional ADE
Considering the following two-dimensional ADE with Dirichlet and Neumann boundaries, it is

ou _Ou _Ou (62u 9%u

ou P + 8_3/2) = f(z,y,t) (z,y,2,t) € Q x (to,T] (32)

+he +dm —
at " Par Ty
where p > 0 and ¢ > 0 are the corresponding diffusion coefficients for different directions. € is the interested
domain, ty > 0 is the initial time and T > 0 is the end time, and u is the function to be solved. Please refer
Nazir et al. [79] to see more details.

Example 5.4. Let us approximate the solution of (32) with Dirichlet boundary in time interval [0, 5] and a
porous domain 2 when p = 4 and § = 4, the € is inserted in a square domain [0,4] x [0,4]. To address this
problem, we perform our model in this regular domain and then obtain their approximations on an interested
domain. An precise solution is given by u(z,y,t) = e~ %?zy(4—1)(4—y) and it specifies the initial and Dirichlet

4
conditions. For SFHCPINN model, we set the distance function as D(z,y,t) = 5 sin(0.25x) sin(0.25y) which

will be vanish on the boundary of Q. The extension function can be chosen as G(z,y,t) = (4o — 2?)(4y — y?)
according to the boundary and initial conditions. The above three models for solving (32) with Dirichlet
boundary mentioned in Section 5.1.1 are identical to the ones described in Examples 5.1 and 5.2 in that they
share the same optimizer, learning rate, and decay rate. In the training stage, we randomly sample 8,000 interior
points as training points for SFHCPINN, and we sample an additional 3,000 initial points and 3,000 boundary
points for PINN and SFPINN in every epoch. In addition, 17706 random collocations sampled from porous
domian 2 at ¢t = 2.5 are used as the testing set. The results are plotted in Fig. 6 and listed in Table 8.
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Figure 6: Testing results for Example 5.4.

Table 8: MSE and REL of three models for Example 5.4 at t = 2.5

constraint MSE REL
PINN soft 6.82 x 1075 3.46 x 10~6
SFPINN soft 1.55 x 107* 7.88 x 1076
SFHCPINN hard 4.83 x 10710 2,45 x 10~11

The decreasing colors of the point-wise absolute error heatmap of three models in Figs. 6(b) — 6(d) and the
data in Table 8 suggest that the accuracy of SFHCPINN is higher than that of the PINN and SFPINN models.
After training using the sub-Fourier and hard boundary technique, the MSE of the model drops from 1075 to
10719, as compared to the normal PINN techniques. This is consistent with our study that utilizing a sub-Fourier
structure during training may be more effective in addressing the spectrum bias induced by frequency items in
the issue. In addition, by incorporating a hard-constraint architecture, the model’s accuracy jumps from 10~%
to 107'° and has a faster convergence rate compared to SFPINN. This is owing to the hard-constraint model
meeting the BCs before the training process. In conclusion, SFHCPINN may outperform the baseline models
under the two-dimensional ADE problem with Dirichlet BCs.

Example 5.5. In this example, we aim to approximate the solution of (32) with Neumann boundary for given
regular domain Q = [0,1] x [0,1] and time range [0, 1]. An exact solution is given by

u(z,t) = e~ %2 [sin(nz) sin(7y) + 0.1sin(107x) sin(107y)]. (33)
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then the boundary and initial functions can be easily obtained from the exact solution, we will omit them here.
By performing careful calculations, one can determine the expression for the force side

The exact solution contains two frequency elements in which we are interested. We first define D(x,y,t) = 1—¢
and G(z,y,t) = sin(mz) sin(my)+0.1sin(107z) sin(107y) according to the BCs. All the model setups are identical
to those in Example 5.4. We train 50000 epochs for each model and in each epoch, we randomly generate 8000
initial points and 3000 boundary points from the interior of the defined domain 2 and Neumann boundary. In
addition, we uniformly sample 16384 points in [0, 1] x [0, 1] at ¢ = 0.5 as the testing set to validate the feasibility
of three models.
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Figure 7: Testing results for Example 5.5.
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Table 9: MSE and REL of SFHCPINN, SFPINN, and PINN for Example 5.5 at ¢t = 0.5

constraint MSE

REL

PINN
SFPINN

soft
soft

SFHCPINN hard

1.06 x 1073 5.31 x 1073
6.43 x 1075 3.22 x 10~*
1.81 x 107% 9.05 x 10~6

The results in Fig. 7 show that employing the subnetwork structure and the Fourier expansion on the
multi-scaled input the SFHCPINN has lower MSE and relative errors as well as a faster convergence rate than
the standard PINN. The accuracy of PINN, SFPINN, and SFHCPINN rises in that order. In addition, by
decomposing the solution, the solution automatically meets the IC, enabling the SFHCPINN to be tuned to
achieve greater precision regarding the two-dimensional issues with Neumann boundaries. This example exhibits
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the feasibility and excellent accuracy of SFHCPINN in solving the two-dimensional ADE under the Neumann
BCs, whereas the performance of PINN and SFPINN is only ordinary.

5.2.8. Three-dimensional ADE
We consider the following spatio-temporal ADE (1) with Dirichlet boundary, then obtain their numerical
solutions on given three-dimensional regular and irregular domain, respectively. It is

ou ou ou ou

— —A p— +q§— +7— = f, Y, 2, 1) € QX (tg, T 34

or ~Duthy, Tig tig f (@y,2.t) (o, T1 (34)
where A is the Laplace operator and p > 0, ¢ > 0, # > 0 are the corresponding diffusion coefficients for different
directions. 2 is the interested domain, t5 > 0 is the initial time and T" > 0 is the end time, and u is the function
to be solved.

Example 5.6. Let us now approximate the solution of (34) with p =1, § =1 and # = 1 in time interval [0, 5]
and a unit cubic domain Q = [0, 1] x [0, 1] x [0, 1] with 1 big hole (cyan) and 8 smaller holes (red and black), see
Fig. 8.
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Figure 8: The interested domain and its cutting plane for Example 5.6.

A homogeneous solution is given by u = e~%25¢ sin(7z) sin(7y) sin(rz), which prescribes the corresponding

boundary and initial conditions and right-side f(z,y, z,t) of (34). To solve this problem, we define the distance
1
function D(z,y, z,t) = go:yz(l —z)(1 —y)(1 — 2)t on the interested domain and the smooth extension function

G(z,y, 2,t) = sin(nz)sin(my) sin(wz) according to prescribed boundary and initial conditions. The network
setup, optimizer, the hyperparameters of three models are unified with that in Section 5.1.2. In each training
epoch, PINN and SFPINN are trained with Nz = 15,000 collocation points, Ng = 4,000 boundary points, and
Ny = 3,000 initial points while the SFHCPINN is trained with Np = 15,000 collocation points. We train the
above models for 50,000 epochs and test them on 80000 random points sampled from [0,1] x [0,1] at z = 0.5
and t = 0.5.

Based on the data in Table 10 and the heatmap of three models, it is evident that the normal PINN is
less accurate than the other two models with hard constraints and/or sub-Fourier architecture when solving 3D
Dirichlet problem in a porous domain. In addition, we can deduce from Figs. 9(e) and 9(f) that SFHCPINN
with hard-constraint design has lower initial errors, faster convergence rate, and higher precision. This is also
consistent with our analysis that models with hard constraints may enhance the performance of PINN because
they naturally satisfy the BCs and transform the problem into a simpler optimization problem without additional
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Figure 9: Testing results for Example 5.6 at z = 0.5 and ¢t = 0.5.

Table 10: MSE and REL of SFHCPINN, SFPINN, and PINN for Example 5.6 at z = 0.5 and t = 0.5

constraint MSE REL
PINN soft 221 x 1076 1.51 x 10~°
SFPINN soft 2.21 x 1077 3.18 x 10~
SFHCPINN hard 1.96 x 1072 1.96 x 10~8

physics constraints. In conclusion, SFHCPINN retains its high precision, convergence rate, and robust stability
in solving three-dimensional ADE problems for irregular domains.

Example 5.7. We obtain the numerical approximation of (34) with p = 1, ¢ = 1 and # = 1 in time interval
[0,5] and a closed domain 2 restrained by two spherical surfaces with radius 1 = 0.1 and ro = 1.0, respectively.
Fig. 10 depicts a cutting plane parallel to xoz for our interested domain. An exact solution with two frequencies
component is given by

u(z,y, 2,t) = e~ "2 [sin(rx) sin(ry) sin(7z) + 0.1sin(107z) sin(107y) sin(1072)], (2, y,2,t) € Q x [0,1], (35)
it will naturally lead to the determination of the boundary condition and initial condition. By careful calculations,
one can obtain the force side f(z,y, z,t).

According to the BCs, we define the distance function D(x,y, z,t) = %t with 7 = /22 + y2 + 22

and the extension function G(z,y, z,t) = sin(nz) sin(my) sin(7z) + 0.1sin(107z) sin(107y) sin(107z). The net-
work setup, optimizer, the hyperparameters of three models are unified with that in Section 5.1.2. In each
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epoch, PINN and SFPINN are trained with Nz = 15,000 collocation points, Ng = 4,000 boundary points, and
Ny = 3,000 initial points while the SFHCPINN is trained with Nr = 15,000 collocation points. We train the

above models for 50,000 epochs and test them on 8000 mesh grid points on the spherical surface with radius
r=0.45 and ¢t = 0.5.
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Figure 11: Testing results for Example 5.7.

Based on the data in Table 11 and the heatmap of three models, the performance of the normal PINN
competes against that of SFPINN model, and they are inferior to the hard constraints sub-Fourier architecture
when dealing with 3D issues. In addition, we can deduce from Figs. 11(e) and 11(f) that SFHCPINN has lower
initial errors, faster convergence rate, and higher precision. Additionally, Figs. 11(b) — 11(d) and Table 11
illustrate that the point-wise errors of SFHCPINN are superior to that of PINN and SFPINN by more than two
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Table 11: MSE and REL of SFHCPINN, SFPINN, and PINN for Example 5.7 at t = 0.5

constraint MSE REL
PINN soft 7.73 x 107% 1.69 x 102
SFPINN soft 5.98 x 107% 1.31 x 102
SFHCPINN hard 5.44 x 1075 1.19 x 10~3

times. In conclusion, SFHCPINN retains its high precision, convergence rate, and robust stability in solving
three-dimensional ADE problems.

6. Conclusion

This study introduces SFHCPINN, a novel neural network approach that combines hard-constraint PINN
with sub-networks featuring Fourier feature embedding. The purpose is to solve a specific class of advection-
diffusion equations with Dirichlet and/or Neumann boundary conditions. The methodology transforms the
original problem into an unconstrained optimization problem by utilizing a well-trained PINN, a distance function
denoted as D(z,t), and a smooth function denoted as G(z,t).

To handle high-frequency modes, a Fourier activation function is employed for inputs with different frequen-
cies, and a sub-network is designed to match the target function. The computational results demonstrate that
this novel method is highly effective and efficient for solving advection-diffusion equations with Dirichlet or
Neumann boundaries in one-dimensional (1D), two-dimensional (2D), and three-dimensional (3D) domains.

Importantly, SFHCPINN maintains high precision even as the dimension and/or frequency of the problem
increases, unlike the soft-constraint PINN approach, which becomes degenerate in such scenarios. However, the
selection of the distance function D(x,t) and extension function G(x,t) significantly impacts SFHCPINN’s per-
formance and may not be accurately determined in real-world engineering problems. Consequently, appropriate
modifications such as employing a robust deep neural network (DNN) to fit the boundary conditions might be
necessary, presenting an opportunity for future research. In addition, it shall be noted that “the selection of
the proper activation function is crucial for better accuracy and faster convergence of the network” [77], and we
acknowledge the potential advantages of adaptive activation functions that outperform their classical counter-
parts for smooth and rough functions and problems [74, 75], such as Deep Kronecker neural networks [76]. In
the future, we will attempt to explore the effectiveness of these adaptive activation functions for solving ADE
problems.
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